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Abstract—The increasing popularity of online food blogs and
food ordering services has made personalized recipe recom-
mendation a vital aspect of our emotional well-being. However,
existing solutions, mainly based on graph neural networks, still
face significant challenges, such as (a) focusing on exploiting
the user-recipe interactions while neglecting other crucial pair-
wise and high-order relationships, and (b) failing to explicitly
distinguish the distinct factors, e.g., hedonic and healthy, that
influence recipe selection. To address these issues, we propose a
progressively-passing-then-disentangling approach named P2D.
Our approach utilizes a three-stage progressive message-passing
mechanism for better representation learning. Specifically, we
incorporate the extra pairwise relationships between recipes and
nutrients, ingredients, and visual contents to create fine-grained
and multimodal recipe representations. We next refine these
representations via message passing between high-order recipe
relationships to learn people’s shared food preferences. Based
on them, we could derive comprehensive user representations,
which are subsequently transformed into disentangled forms that
correspond to various decision factors through contrastive and
mutual information regularization. Experimental results demon-
strate both the superiority and the rationality of our method:
(a) P2D outperforms the state-of-the-art recipe recommendation
methods by a large margin under various metrics, (b) ablation
studies confirm the positive impact of each of its components, and
(c) our visualization analysis empirically supports the advantage
of explicitly disentangling decision factors.

Index Terms—Recipe recommendation, hypergraph neural
network, disentangled representation learning.

I. INTRODUCTION

With the abundance of information available on the Internet,
it is easy to feel overwhelmed by the sheer volume of
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content. Recommender systems could substantially alleviate
such information overload and among the many types of
systems developed, recipe recommenders [1] are receiving
growing interest owing to the following. First, food plays
an essential role in our health and happiness [2], making
recipe recommendations even more valuable. Additionally,
with the rise of online food ordering and sharing services,
making dietary choices has become a habitual part of our daily
lives. Thirdly, many people still struggle with the challenge
of eating healthily while also enjoying delicious food. To
build a successful recipe recommendation model, it is crucial
to comprehensively encode user and recipe information as
representations that could facilitate a deeper understanding of
recipes from various aspects and allow for learning of people’s
diverse food preferences.

Historical interactions have been used in many existing
recommender systems to learn user preferences and make item
recommendations [3], including recipes [4]. Early studies [5]
have utilized collaborative filtering algorithms to learn people’s
food preferences by directly embedding recipes with their IDs.
Motivated by the achievements of deep learning, researchers
have turned to neural networks to aggregate multimodal in-
formation and learn better representations for recommenda-
tion [6]. More recently, graph neural networks (GNNs) have
emerged as powerful tools for handling structural data. Note
that users, recipes, and other related entities naturally form
certain relationships, which could be consumed by GNNs to
learn content and collaborative signals for recipe recommen-
dation [7]. Finally, a recent study named SCHGN [8] proposes
a heterogeneous GNN to further model the relationships be-
tween ingredients and the influence of food calories on users’
comprehensive food preferences.

Although the models mentioned above have proven to be
effective, they still face several key challenges. (C1) Most
of the current methods focus solely on modeling the user-
recipe interaction relationships, neglecting other pairwise and
high-order relationships. It has already been verified that mod-
eling recipes at the more fine-grained ingredient level could
have a positive impact on recommendation performance [8].
Moreover, we argue in this paper that directly learning user-
recipe interactions is prone to prioritize personalized food
preferences while being ineffective to capture those shared
patterns. Alternatively, the latter could be revealed by learning
the high-order relationships between recipes. To sum up,
this lack of attention to other potential relationships makes
representations of users and recipes less expressive, leading
to sub-optimal recommendation performance. (C2) Existing
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Fig. 1. Illustration of distinct factors, i.e., healthy and hedonic, influencing people’s choices for recipes. Based on the nutrition theory, each recipe is classified
as healthy with respect to a nutrient (marked in green) if the corresponding INQ ≥ 1 and less healthy (marked in pink) otherwise.

approaches to recipe recommendation fail to explicitly and
effectively account for the distinct key influencing factors for
food choices. Psychological research [9], [10] has shown that
users make trade-offs between two decision-making systems
when choosing food, i.e., healthy factors (rationality) and
hedonic factors (sensibility). Take the two users and their
recent recipe choices illustrated in Fig. 1 as an example.
The healthiness of each recipe is assessed according to the
nutrition theory such that it is regarded as healthy (marked in
green) with respect to a nutrient if the corresponding index of
nutritional quality (INQ) [11] is greater than or equal to 1 and
less healthy (marked in pink) otherwise. As such, it is easy
to observe from the figure that User I is more sensibility-
driven while User II cares more about dietary healthiness.
However, current recipe recommendations remain entangled
and an attempt to decouple these unique decision factors is
missing in the literature yet.

Present work. To tackle the aforementioned challenges, we
creatively propose a progressively-passing-then-disentangling
(namely P2D) approach for recipe recommendation. Our ap-
proach introduces two primary novelties. Firstly, we em-
ploy a three-stage progressive message-passing mechanism
to effectively integrate a range of pairwise and high-order
relationships that have an impact on recipe choices. Secondly,
we decouple the blended user representations into disentangled
forms, corresponding explicitly to the distinct influencing
factors of food choices.

More specifically, the stage-one message passing considers
the pairwise relationships between recipes and recipe attributes
(says ingredients, nutrients, and visual contents), enabling mul-
timodal and fine-grained recipe modeling. This step recovers
the intrinsic correlations between related recipes, which are
ignored by ID-based embedding. Additionally, the stage-two
message passing further refines the recipe representations with
hyper-GNN learning on the high-order recipe relationships.
A hypergraph is built on recipes where each hyperedge con-
nects the recipes consumed by a user. These hyperedges are
user-agnostic in the sense that users only provide structural
information while their identities are neglected. That is, each

user creates an anonymous context within which the involved
recipes interact to learn shared user preferences. An advantage
of shared patterns over personalized ones is that they are
more robust to user activeness imbalance and we expect our
approach to performing better for less active users. Finally,
comprehensive user representations are obtained through the
stage-three message passing from recipes to users.

To better distinguish the decision factors, our approach
also develops a disentangled representation learning module
that transforms comprehensive user representations into dis-
entangled forms. We utilize both contrastive learning and
mutual information minimization to regularize the disentan-
gling process. With either comprehensive or disentangled user
representations, we adopt a hierarchical attention network [6]
to estimate the affinity score, and multiple scores are finally
combined to yield final recommendation results. In summary,
the main contributions of this work are as follows:

• We propose a novel P2D approach for recipe recommen-
dation. Regarding the P part, our approach seamlessly
incorporates diverse pairwise and high-order relationships
through a progressive message-passing mechanism to
obtain fine-grained recipe encoding.

• We explicitly decouple user representations into disen-
tangled forms to reflect the distinct healthy and hedonic
factors that influence recipe-choosing decisions in the D
part of P2D. We are among the first to introduce related
psychological research to improve recipe recommenda-
tion performance.

• We evaluate the effectiveness and rationality of our
approach on the Allrecipes dataset [6]. We find that
P2D could outperform state-of-the-art methods by a large
margin under various metrics. Our ablation studies also
verify the positive impact of each component and the
visualization analysis empirically supports the explicit
disentangling of decision factors.

II. RELATED WORK

In this section, we review related work on recipe recom-
mendations, graph neural network-based recommendation, and
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disentangled learning in recommender systems.

A. Recipe Recommendation

Recipe recommendation has become a critical domain for
both individuals and society. Unlike other types of recom-
mendation systems, recipe recommendation is more com-
plex due to the multifaceted nature of food. When people
choose a recipe, they are influenced by various factors such
as ingredients, pictures, and cooking steps. This complexity
makes it challenging to learn user preferences from historical
interactions alone [12]. Technically speaking, recipe recom-
mendation can be classified into three types: collaborative
filtering, content-based approaches, and hybrid approaches.

Collaborative filtering-based methods frequently use classic
Singular Value Decomposition (SVD) [13] and Matrix Fac-
torization (MF) [14] to project interacted entities into latent
embeddings for recommendation. For instance, Ge et al. [15]
fused rating information and user tags with an MF approach
for recipe recommendation and outperformed standard ma-
trix factorization baselines. Trattner et al. [16] experimented
with different collaborative filtering models and showed the
superior performance of Latent Dirichlet Allocation (LDA)
and weighted matrix factorization. Content-based approaches,
on the other hand, focus on the information of food con-
tents/attributes) on recommendations. For example, some stud-
ies [17], [18] considered the ingredients of a recipe as features
and used them to make predictions. Hybrid approaches use
collaborative signals and content information cooperatively for
recommendation, enhancing the feature embeddings with more
sources of information. The work in [6] proposed a model that
captures user preferences using user-recipe interaction, recipe
ingredients, and recipe image information. Other studies [7],
[8] attempted to build a heterogeneous graph to explore
relationships among users, recipes, and ingredients, employing
message passing to obtain more comprehensive representations
for recipe recommendation. However, these methods failed to
incorporate richer multimodal recipe attribute information into
the dataset and model implicit relationships between recipes.
For instance, there might be commonalities among recipes
interacted with by the same user.

In this work, we propose a novel model that attends to a
range of pairwise and high-order relationships in the raw data
and considers the psychological characteristics of users when
making food choice decisions.

B. GNN-based Recommendation

Graph Neural Networks (GNNs) have gained significant
attention in recent years for their ability to extract structured
information and have been used in various fields [19], [20].
Some studies have built models using graph convolutional
networks in the spectral domain, such as PinSage [21] and
NGCF [22]. Alternatively, GNNs can be understood as to
encode each user and item node into an embedding and
update these representations by iteratively aggregating useful
information from their neighbor nodes via message pass-
ing. Recent studies have leveraged GCNs to model more
complex relationships besides user-item interactions, such as

hierarchical structures based on user-outfit interactions and
outfit-item mappings to aggregate item information into an
outfit representation [23]. Our work constructs a heterogeneous
graph that fuses different recipe attribute data and combines
collaborative signals with recipe content information to im-
prove representation learning.

Hyper-GNNs also offer expressive power in modeling high-
order relationships [24], which has been utilized in some
recent work to improve recommendation performance. For
instance, MHCN [25] modeled high-order user relationships
with a multi-channel hypergraph convolutional network, while
DHCF [26] proposed a dual channel hypergraph collaborative
filtering framework to model high-order correlations among
subjects. Following these methods, we introduce a hypergraph
neural architecture that models high-order recipe relationships
to learn people’s shared food preferences.

C. Disentangled Representation Learning

Recent years have seen the development of disentangled
representation learning for recommender systems. For exam-
ple, Ma et al. [27] learned disentangled representations of
user behavior using Variational Auto-Ecoders (VAE), while
Wang et al. [28] disentangled factors from user and item
representations without knowing the meaning of those factors.
Motivated by psychological research, our P2D approach incor-
porates rich contexts for explicit user intent factor decoupling
and introduces contrastive learning and mutual information
minimization methods to ensure the independence of learned
factor-dependent user representations.

III. PRELIMINARIES

In this section, we first introduce the task background and
formalize our problem. Afterward, we present the embedding
methods for heterogeneous entities involved in the task. The
notations used in this paper are listed in Table I.

A. Background and Problem Definition

Let U and I with cardinality NU = |U| and NI = |I|
be the sets of users and recipes, respectively. The interaction
matrix Y ∈ RNU×NI records the interactions relationships
between users and recipes such that Yui = 1 indicates that
user u has interacted with recipe i and Yui = 0 otherwise.
Each recipe i is associated with some attributes and we denote
these attributes with a triple Fi = (vi, gi,mi), where vi, gi,
and mi denote the image, ingredient, and nutrient attributes
of recipe i, respectively. Formally, all three types of attributes
are represented as vectors, with vi being the output of an
image encoder, gi ∈ {0, 1}NG being an NG-dimensional
multi-hot binary encoding vector such that the k-th entry
gki = 1 if and only if recipe i contains ingredient k, and
mi ∈ RNM being an NM -dimensional non-negative vector
encoding the normalized nutrient quantities in recipe i. That is,
we consider NG ingredients and NM nutrients for fine-grained
recipe modeling. The task of recipe recommendation is then
to predict a user’s preferences of interaction on a recipe based
on the interaction records and the recipe attribute features:
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TABLE I
SUMMARY OF MATHEMATICAL NOTATIONS

Notation Description
U , I Sets of users and recipes
u, NU A user and the total number of users
i, NI A recipe and the total number of recipes
Y The interaction matrix between users and recipes

NG, NM The total number of ingredients and nutrients
Fi = (vi, gi,mi) Visual, ingredient, and nutrient attributes of recipe i

s(u,i) Recommendation score of user u and recipe i
eu, ei, eg , em Embedding vector of different entities
evi , egi , emi Attribute representations of recipe i
G = (I, E) Hypergraph of recipes

N (·) A set of associated entities

• Input: Set of users U and recipes I, user-recipe interac-
tion matrix Y, recipes image vectors [v1, . . . vNI

], recipes
ingredient vectors [g1, . . . gNI

], and recipe nutrient vec-
tors [m1, . . .mNI

] .
• Output: A predictive function s(u,i) = f(u, i, vi, gi,mi,

Y) whose output is the estimated score that user u would
interact with the recipe i .

B. Heterogeneous Entity Embedding

Before diving deep into our proposed approach, we ex-
plain the embedding method that helps to unify the above
heterogeneous entities in the same framework. Following the
common paradigm for recommender systems, we represent
each user u and recipe i with the embedding vectors eu ∈ Rd

and ei ∈ Rd, respectively. Here d refers to the embedding
dimension. Formally, let hu ∈ RNU and hi ∈ RNI be the
corresponding one-hot encoding of the user and recipe IDs.
The user and recipe embedding vectors are derived by:

eu = E⊤
Uhu, ei = E⊤

I hi, (1)

where matrices EU ∈ RNU×d and EI ∈ RNI×d denote the
embedding matrices for all users and recipes. These embed-
ding matrices are usually initialized randomly and learned
simultaneously with the predictive function f . Similarly, we
can represent each (says the k-th) ingredient and nutrient with
the ID-based embedding vectors ekg and ekm. The ingredient
representation of recipe i is then obtained as the average of
the associated ingredient embeddings:

egi = mean{ekg | gki = 1}. (2)

And the nutrient representation of recipe i is derived as the
weighted sum of all nutrient embeddings. Note that mk

i is the
normalized quantity of the k-th nutrient contained in recipe i,
which is a fixed value, but not a model parameter:

emi
=

∑
k

mk
i e

k
m. (3)

In addition, food images also largely influence people’s
choices for food and contain a wealth of information [29].
Taking inspiration from recent successes in computer vision,
we utilize a pre-trained CLIP [30] model, which is a vision
model trained with natural language as supervision signals, to
extract image features from the original image. We adopt the
output vi of CLIP’s image encoder as the image attribute of

recipe i, which is a 512-dimensional vector. For compatibility
with other entities, we further use a linear layer to project vi
into a d-dimensional vector, which is expressed as:

evi = Wvi + b. (4)

Here, W ∈ Rd×512 and b ∈ Rd are trainable parameters1 and
evi ∈ Rd is the image embedding. To summarize, we create
four types of entity embeddings, i.e., eu, ei, eg , and em, and
three types of attribute representations for recipes, i.e., evi ,
egi , and emi . These vectors are of the same dimensionality
and could be directly manipulated by our model introduced in
the next section.

IV. METHODOLOGY

We now present our proposed progressively-passing-then-
disentangling (P2D) approach for recipe recommendation. The
framework overview is illustrated in Fig 2, which consists of
three key modules:

• Progressive Representation Learning utilizes a three-
stage message-passing mechanism to effectively integrate
a range of pairwise and high-order relationships that
have an impact on recipe choices. More specifically,
this enables us to integrate the massive multimodal and
fine-grained information into recipe representations and
learn shared food preferences through the high-order
relationships between recipes.

• Disentangled Representation Learning further decou-
ples the comprehensive and blended user representations
into disentangled forms such that each of them corre-
sponds explicitly to a distinct influencing factor for food
choices. This module is inspired by psychological studies
and we adopt contrastive learning and mutual information
minimization to regularize the disentangling process.

• Personalized Recipe Recommendation is responsible
for producing the final recommendation result for each
user-recipe pair. It first estimates multiple affinity scores
with a hierarchical attention network and each score is
calculated based on a user representation (either blended
or disentangled) and other entity embeddings. These
scores are then fed into an MLP to derive the final result.

We next introduce these modules in detail.

A. Progressive Representation Learning

The progressive representation learning module implements
a hierarchical three-stage message passing process, as il-
lustrated in Fig. 2(a). Specifically, for a recipe i ∈ I, it
first integrates the various multimodal information into recipe
representations to obtain an attribute-aware recipe embedding
e′i (stage-one). It further refines the recipe embedding e′i with
a hyper-GNN (stage-two). Finally, it obtains a comprehensive
user representation ẽu for each user u ∈ U in the stage-three
message passing from recipes to users.

1When it is clear from the context, we will omit the description of trainable
parameters in the rest of the paper. Note that due to various types of entities
and message-passing stages, we do not strictly distinguish trainable parameters
with subscriptions. In other words, distinct parameters in different equations
might appear under the same notations.
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Fig. 2. Framework overview of our progressively-passing-then-disentangling (P2D) approach. It consists of three key modules: progressive representation
learning for better exploiting the relationships crucial for the task, disentangled representation learning for explicitly modeling the distinct decision factors
(i.e., healthy and hedonic), and personalized recipe recommendation for comprehensive recommendation generation.

Stage-one. Recall that each recipe i is associated with a
triple Fi = (vi, gi,mi) of visual, ingredient, and nutrient
attributes, and we derive evi , egi , and emi

as the corresponding
attribute representations of recipe i. We explore these intrinsic
pairwise relationships between recipes and recipe attributes
to obtain attribute-aware recipe embeddings. This creates a
connection between related recipes that have the same in-
gredients/nutrients or look similar, which is not available in
ID-based embeddings. This stage is implemented by a simple
message passing operator [31] as follows:

ei
′ = W1ei +W2evi +W3egi +W4emi , (5)

where W∗ ∈ Rd×d, ei ∈ Rd is the raw ID projection embed-
ding of recipe i, and its counterpart ei′ ∈ Rd is enhanced with
multimodal and fine-grained attribute information.

Stage-two. Motivated by the strength of hypergraph learn-
ing [32], we also adopt a hyperGNN to exploit the implicit
high-order relationships between recipes. It helps to refine the
recipe representation, denoted as êi of recipe i, to encode
people’s shared food preferences.

More specifically, we first build a hypergraph G = (I, E)
on recipes where the node set is the recipe set and the
hyperedge εu ∈ E connects all recipes consumed by user
u in the training set, as illustrated in Fig. 2(a). We set the
weights of the hyperedges to be equal for simplicity. Note
that these hyperedges are user-agnostic in that users only
provide structural information and their identities are ignored
when building the hypergraph. Then, we adopt a convolutional
operator [33] to achieve our hypergraph message passing as
below:

Cεu = W1mean{e′i | i ∈ NI(u)}, (6)
êi = W2e

′
i +W3mean{Cεu | εu ∈ NE(i)}. (7)

Here, W∗ ∈ Rd×d, and (a) Cεu is the embedding of hyperedge
εu, (b) e′i is the recipe embedding obtained from stage-one
message passing, (c) NI(u) is the set of recipes consumed by
user u, i.e., connected by the hyperedge εu, (d) NE(i) is the set
of hyperedges containing recipe i. That is, we first aggregate
information from recipes to hyperedges, which reflects certain
user preference patterns, and such piece of information on
hyperedges is subsequently passed back to recipes for refine-
ment. Note that the above two-round updates could be repeated
in multiple L layers with each layer using the latest recipe

representations for message passing, which enables recipes to
receive information from multi-hop neighbors.

Finally, it is worth noting that, compared with traditional bi-
partite GNNs, our message passing in stage-two remains user-
agnostic, i.e., no user information is incorporated in Eq. (6).
This brings a significant advantage to our P2D approach in that
it is allowed to learn common user preferences for recipes in
a reserved stage in our model pipeline.

Stage-three. The message passing of this stage exploits
the user-recipe collaborative relationships. As illustrated in
Fig. 2(a), we use another simple message passing operator
similar to the stage-one to generate the comprehensive user
representation ẽu of user u, which can be formulated as:

ẽu = W1eu +W2mean{êi | i ∈ NI(u)}, (8)

where W∗ ∈ Rd×d, êi is the representation of recipe i from
stage-two, NI(u) is the set of recipes consumed by user u,
and eu/ẽu are the raw/enhanced embedding of u.

Through our progressive representation learning module,
we can obtain fine-grained recipe representations and com-
prehensive user representations. In particular, êi aggregates
multi-modal recipe attribute features, and ẽu contains the
recipe preference of user u, which also aggregates the user’s
preference for recipe attributes (ingredients, nutrients, and
visual contents) with recipes as the bridge.

B. Disentangled Representation Learning

We next devise a disentangled representation learning mod-
ule to transform the comprehensive user representation ẽu
into disentangled forms that correspond to the healthy factor
ehu and hedonic factor epu of user u in recipe choices. As
illustrated in Fig. 2(b), we utilize two encoders (i.e., MLP)
to generate the disentangled representations, in which the
disentangling process is aligned by two types of regularization
losses according to prior psychological research [9], [10].

To separate and extract the healthy preference, we turn to
the nutrient consumption in users’ historical recipe choices.
Specifically, we aggregate the nutrient preference of user u as
the average of the nutrient attribute representations of her/his
chosen recipes:

xh
u = mean{emi | i ∈ NI(u)}. (9)
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We then maximize the similarity between the generated ehu and
xh
u under the contrastive learning paradigm. That is, ehu should

be more similar with xh
u than xh

u′ of other users. Formally, for
user u, we minimize the contrastive objective Lh

con based on
InfoNCE loss [34]:

Lh
con = − log

exp(ehu
⊤
xh
u/τ)∑

u′∈Bu
exp(ehu

⊤
xh
u′/τ)

, (10)

where Bu is the set of random users in the same batch as u dur-
ing optimization and τ is a temperature parameter. Similarly,
we could separate and extract hedonic factor epu with another
contrastive objective Lp

con, which utilizes the average of image
attribute representations, i.e., xp

u = mean{evi | i ∈ NI(u)},
for regularization. It is noteworthy that our work drew this
inspiration from the research outlined in [35], highlighting
the substantial impact of visual cues on consumer emotions,
hedonic perceptions, and food purchase intentions. This aligns
seamlessly with our approach of employing images to reflect
users’ hedonic preferences.

Besides, to disentangle the healthy factor ehu and hedonic
factor epu, we further minimize the Mutual Information (MI)
between them. However, estimating and minimizing MI in
high-dimensional spaces of ehu and epu is a great challenge.
Then following [36], we perform the MI minimization al-
gorithm using the vCLUB-based MI upper bound estimator
which can be formulated as follows:

IvCLUB(e
h
u; e

p
u) = Ep(ehu,e

p
u)[log qθ(e

p
u|ehu)]

− Ep(ehu)
Ep(epu)[log qθ(e

p
u|ehu)]. (11)

Note that the variational distribution qθ(e
p
u|ehu) with parameter

θ is to approximate the conditional distribution p(epu|ehu) due
to the conditional relation between variables is unavailable.

Specifically, we use two steps to implement the MI mini-
mization algorithm like [36]. Firstly, we train the parameters
θ to get a good variational approximation qθ(e

p
u|ehu), in order

to estimate the MI upper bound. Secondly, we freeze θ and
minimize the upper bound Ldis by training other parameters
in our model with loss function as follows:

Ldis = IvCLUB(e
h
u; e

p
u). (12)

C. Personalized Recipe Recommendation

Based on the representations computed in the previous two
modules, we now introduce the details of personalized recipe
recommendation, as illustrated in Fig. 2(c). Specifically, for
a user-recipe pair (u, i), we estimate three affinity scores
(ŷui, ŷ

h
ui, ŷ

p
ui), each of which corresponds to a blended or

disentangled user representation (ẽu, e
h
u, e

p
u). These scores are

then concatenated and fed into a linear layer to yield the
final recommendation result. Note that affinity scores are
estimated in the same manner except for using different user
embeddings, and we only elaborate the computation of ŷui
based on ẽu in the following.

For accurate personalized recipe recommendation, the
model should be aware of the personalized and diverse prefer-
ences of users on various aspects of recipes. For example,
two users may have different interests in ingredients even

though they have consumed the same recipe. At the attribute
granularity, different users are also likely to express different
interests in the visual, ingredient, and nutrient attributes of the
same recipe. Inspired by these, we exploit a hierarchical atten-
tion network [6] to obtain user-specific recipe representations,
which could capture users’ various preference patterns.

The hierarchical attention network consists of two layers.
In the first attention layer, we capture users’ preferences for
different ingredients, i.e., aggregating the set of ingredient
representations ekg contained in recipe i (that is, gki = 1) into
a single representation êgi ∈ Rd as follows :

êgi =
∑

k: gk
i =1

α(ẽu, e
k
g)e

k
g , (13)

where α(ẽu, e
k
g) is the user-specific attention weight for the

k-th ingredient ekg . Specifically, the attention weights are
calculated as follows with the projection W∗ ∈ Rd×d:

a(ẽu, e
k
g) = v⊤1 tanh(W1ẽu +W2e

k
g + b1),

α(ẽu, e
k
g) =

exp(a(ẽu, e
k
g))∑

k′: gk′
i =1 exp(a(ẽu, e

k′
g ))

.
(14)

By far we have obtained the user embedding ẽu, recipe
embedding êi, and three recipe attribute representations êgi ,
evi and emi

. In the second attention layer, we explore the
user preferences at the attribute granularity by attentively
aggregating the four recipe-related embeddings:

ẽi =
∑

e∈{êi,êgi ,evi ,emi
}

β(ẽu, e)e. (15)

Similarly, β(ẽu, e) is the attention weight to reflect the differ-
ent interests of users for attributes, e.g., one may favor good
nutrition while another may care more about recipe taste. With
the projection W∗ ∈ Rd×d, these attention weights can be
calculated as:

b(ẽu, e) = v⊤2 tanh(W3ẽu +W4e+ b2),

β(ẽu, e) =
exp(b(ẽu, e))∑

e′∈{êi,êgi ,evi ,emi
} exp(b(ẽu, e

′))
.

(16)

To estimate the affinity score with regard to the blended
user representation ẽu, we concatenate it with the user-specific
recipe representation ẽi in Eq. (15) and their element-wise
product ẽu ⊙ ẽi, and utilize an MLP to combine the user,
recipe, and interaction information:

ŷui = h⊤ReLU(W

 ẽu
ẽi

ẽu ⊙ ẽi

+ b3). (17)

Here, h ∈ Rd, W ∈ Rd×3d, and b3 ∈ Rd are learnable
parameters. As for ehu and epu, we could use the same ar-
chitecture to calculate the affinity scores ŷhui and ŷpui, which
emphasize the impacts of different decision factors in the
recipe choosing process. Finally, we concatenate these scores
into a 3-dimensional vector [ŷui, ŷ

h
ui, ŷ

p
ui] and feed it into a

linear layer to yield the final recommendation score:

s(u,i) = LinearLayer([ŷui, ŷhui, ŷ
p
ui]) ∈ R. (18)
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TABLE II
DATASET STATISTICS

Description Allrecipes
# of users 68,768

# of recipes 45,630
# of ingredients 33,147
# of nutrients 20

# of interactions 1,093,845

D. Model Training

In this study, we tackle the recipe recommendation task
under the ranking paradigm. We employ a pairwise ranking
objective to learn the model parameters. The underlying as-
sumption is that for a given user u, the model should score
higher for items i+ with observed interactions than those i−

without interactions. We leverage the Bayesian Personalized
Ranking (BPR) [37] optimization criterion as the main loss
for recipe recommendation:

Lrec =
∑

(u,i+,i−)∈D

− lnσ(s(u,i+) − s(u,i−)), (19)

where D denotes the training set and σ(·) is the logistic
sigmoid function.

Combining the recommendation loss with the aforemen-
tioned disentangling regularization objectives, we optimize our
model by minimizing the following:

L = Lrec + α · (Lh
con + Lp

con + Ldis) + λ ∥Θ∥2 , (20)

where α and λ are hyper-parameters to balance different losses
and ∥Θ∥2 is the L2 regularization term for weight decay. The
learning process of P2D with pseudocode is summarized in
Algorithm 1.

V. EXPERIMENTS

In this section, we conduct experiments on a large real-
world recipe dataset to evaluate the effectiveness of our
proposed P2D approach. Through our extensive tests, we aim
to answer the following research questions:

• RQ1: How does our proposed P2D perform for the task,
compared with state-of-the-art methods?

• RQ2: How do the key components of our model impact
the recommendation performance?

• RQ3: How do the key hyper-parameters influence P2D
and is it easy to tune these parameters?

• RQ4: How does P2D benefit from the disentangled
representation learning module?

A. Experimental Settings

Dataset. The experiments are conducted on the Allrecipes
dataset collected by Gao et al. [6] from a real-world website
Allrecipes.com. It is one of the largest food-oriented online
social networks with 225 million page views per month.
This dataset contains 1,093,845 user-recipe interactions, where
recipes are associated with images and detailed information
about their ingredients and nutrients.2 Some statistical infor-
mation about the dataset is summarized in Table II. Following

2During the preparation of the manuscript, this is the only dataset that is
suitable to test our approach.

Algorithm 1 Algorithm Flow
Inputs:

Set of users U and recipes I, user-recipe interaction matrix
Y, recipes image vectors [v1, . . . vNI

], recipes ingredient
vectors [g1, . . . gNI

], recipe nutrient vectors [m1, . . .mNI
],

embedding dimension d, and hyper-parameters {α, λ}.
Outputs:

Trained parameters Θ.
1: Progressive representation learning module:
2: Stage-one: Aggregate information of recipes into the

embedding e′i according to Equation (5).
3: Stage-two: Construct hyperedges and apply convolu-

tional function to refine the recipe representation êi
according to Equation (6,7).

4: Stage-three: Generate user representation ẽu of user u
according to Equation (8).

5: Disentangled representation learning module:
6: Generate the disentangled user representation ehu and epu.
7: Calculate the contrastive loss Lh

con, Lp
con and minimize

the mutual information via the loss Ldis according to
Equation (10-12).

8: Personalized recipe recommendation module:
9: Perform hierarchical attention to inject diverse prefer-

ences of users on various aspects of recipes into
the user-specific recipe representation ẽi according to
Equation (13-16).

10: Calculate the final estimated score s(u,i) according to
Equation (17,18).

11: Main process:
12: Initialize all parameters in Θ.
13: for each epoch do
14: for each user-recipe interaction (u, i) and its corre-

sponding triplet Fi = (vi, gi,mi) do
15: Calculate embeddings (eu, ei, evi , egi , emi)
16: Conduct progressive representation learning mod-

ule to obtain (ẽu, êi)
17: Perform the disentangled representation learning

module to generate features ehu and epu related to
the psychological aspects of user u.

18: Product the final recipe recommendation result
for the user-recipe interaction, with the estimated
score s(u,i).

19: Calculate the overall loss L according to Equation
(19,20).

20: end for
21: Update θ to get a good variational approximation

qθ(e
p
u|ehu) according to Equation (11).

22: Freeze θ and update other parameters of the model via
minimizing loss L according to Equation (20).

23: end for

previous work [6], we use the latest 30% of interaction records
as the test set, and the remaining data are split into 60% and
10% for training and validation, respectively.

Evaluation Protocols. Due to the large number of user-
recipe pairs in the dataset, evaluating the recommendation re-
sults for the entire pair set is prohibited. Therefore, following a
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recent recipe recommendation study [8], we randomly sample
500 negative recipes for each observed interaction pair. Notice
that the negative samples are drawn from the recipes that the
users have not interacted with ever. We adopt three commonly-
used evaluation metrics: Area Under the Roc Curve (AUC),
Normalized Discounted Cumulative Gain (NDCG@K), and
Recall@K with K ∈ {10, 20, 50}. For all three metrics, higher
values indicate better performance.

Baselines. We compare our P2D approach with a variety of
baselines, including both classic recommendation and recent
recipe-oriented methods, to validate its effectiveness.

• BiasMF [14] augments traditional matrix factorization
models with user and item bias vectors to better capture
the observed information.

• FM [38] combines the advantages of Support Vector
Machines (SVM) with factorization models. It could
model feature interactions under a high degree of sparsity,
which is particularly useful for recommender systems.

• NCF [3] develops the first deep learning architecture
for collaborative filtering. It replaces the inner product
operation in traditional CF models with neural networks
to enhance model expressiveness.

• LightGCN [39] proposes a simplified Graph Convolution
Network (GCN) framework, which only contains the
most essential neighborhood aggregation component of
GCN, and retrains similar effectiveness.

• DGCF [28] learns to disentangle implicit influencing
factors for recommendations. It explores fine-grained user
intent by disentangling user interactions into multiple
latent factor representations.

• HAFR [6] comprehensively captures the impacts of dif-
ferent factors (e.g., user-recipe interactions, recipe ingre-
dients, and recipe images) on users’ food choices, using
the hierarchical attention mechanism.

• SCHGN [8] uses a heterogeneous graph to combine user,
recipe, ingredient, and calorie information for representa-
tion learning and explore complex relationships between
ingredients in different recipes via self-supervised ingre-
dient prediction.

Implementation details. We implement all tested ap-
proaches with PyTorch. Each model is optimized with the
Adam optimizer [40] with a learning rate of 1e−3, epoches
of 50, and batch size of 2, 048 on a single 11G RTX 2080
Ti GPU server. For a fair comparison, we fix the embedding
dimension d = 64 for all approaches and the weight decay
parameter λ = 0.1. Besides, we grid search the balancing
weight α in {0.1, 0.5, 1, 5, 10, 20, 30, 50, 100, 200}.

We next present our findings.

B. Overall Performance Comparison (RQ1)

To evaluate the overall performance, we optimize all tested
models with training and validation data, collect the recom-
mendation results on the test set, and compute the metrics.
The results of all approaches are summarized in Table III,
from which we observe the following.

Among all baselines, BiasMF and NCF perform the worst.
This is because both methods only exploit the user-recipe

interaction relationships while ignoring other important fea-
tures of recipes. This has empirically justified the necessity
of incorporating recipe content features into modeling for
the recipe recommendation task. Classical recommendation
methods that solely model interaction relationships perform
significantly worse compared to subsequent recommendation
methods that explicitly introduce multimodal recipe attribute
information for modeling.

When feeding the same set of input features, it could
be found that methods based on Graph Neural Networks
generally perform better than others. For instance, by learning
from the user-recipe interactions, LightGCN is better than
BiasMF and NCF under all tested metrics. We note that the
repeated message-passing process along neighboring nodes
enables capturing more complex relational patterns, which
are crucial for personalized recommendations. In addition,
SCHGN performs the best among all baselines, which also
supports the advantage of fusing multi-modal features with
GNNs such that the fine-grained and complex relationships
could be encoded in representations to improve the perfor-
mance of recipe recommendation.

Moreover, we find that our proposed P2D model con-
sistently outperforms all baselines under the seven metrics.
Specifically, P2D is approximately 6.0%, 38.6%, and 30.7%
better than the state-of-the-art recipe recommendation method
(i.e., SCHGN) under AUC, NDCG@10 and Recall@10, re-
spectively. We attribute the improvement to two reasons. First,
our model implements a three-stage progressive message-
passing process between involved entities, which effectively
injects a variety of preferential patterns into user and recipe
representations. Second, through disentangled representation
learning, our model could explicitly ascribe people’s recipe
choices to different influencing decision factors, e.g., rational-
ity and sensibility. This is the first application of psychological
research in recipe recommendations.

Finally, we point out that the improvement of our model is
less significant in AUC than in NDCG@K and Recall@K,
compared with existing solutions. This is due to that both
NDCG and Recall focus on the top-K recommended recipes
while AUC is evaluated on the entire ranking. This also
explains that the relative improvement in terms of NDCG@K
and Recall@K also decreases with the increment of K.

C. Time efficiency Comparison (RQ1)

We provide the time efficiency of our method and the
baselines in Table V. It becomes apparent that although
our model necessitates more training time compared to the
baseline models, it is important to note that this training
occurs offline. The cumulative training duration of 5.53 hours
is generally deemed acceptable, especially when considering
the vast dataset consisting of millions of interactive records.
Regarding inference time, our model aligns with the same
order of magnitude as the best-performing baseline model,
SCHGN. Notably, our proposed P2D demonstrates substan-
tial performance improvements across various metrics when
compared to its counterparts. We attribute the increase in
training time primarily to the introduced disentangled rep-
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TABLE III
OVERALL PERFORMANCE OF RECIPE RECOMMENDATION. THE REPORTED NUMBERS OF HAFR AND SCHGN ARE BORROWED FROM THEIR ORIGINAL

PAPERS [6], [8] AS WE COULD NOT REPRODUCE THEIR RESULTS.

Model AUC NDCG@10 NDCG@20 NDCG@50 Recall@10 Recall@20 Recall@50
Classic Recommendation Methods

BiasMF 0.511(±0.001) 0.036(±0.002) 0.048(±0.003) 0.073(±0.003) 0.053(±0.004) 0.091(±0.007) 0.190(±0.010)

NCF 0.521(±0.005) 0.037(±0.001) 0.050(±0.002) 0.076(±0.002) 0.057(±0.001) 0.101(±0.003) 0.202(±0.004)

FM 0.571(±0.003) 0.040(±0.001) 0.054(±0.002) 0.079(±0.002) 0.061(±0.002) 0.106(±0.004) 0.211(±0.009)

DGCF 0.581(±0.005) 0.041(±0.003) 0.055(±0.004) 0.083(±0.004) 0.062(±0.004) 0.109(±0.005) 0.213(±0.008)

LightGCN 0.592(±0.001) 0.043(±0.001) 0.058(±0.002) 0.088(±0.002) 0.063(±0.002) 0.110(±0.002) 0.224(±0.004)

Explicitly Content-Oriented Recommendation Methods
HAFR 0.644 0.046 0.060 0.090 0.067 0.116 0.225

SCHGN 0.721 0.057 0.077 0.117 0.088 0.157 0.313
P2D 0.764(±0.004) 0.079(±0.004) 0.101(±0.004) 0.141(±0.005) 0.115(±0.006) 0.187(±0.008) 0.350(±0.011)

Improvement +6.0% +38.6% +31.2% +20.5% +30.7% +19.1% +11.8 %

TABLE IV
ABLATION STUDY OF P2D

Model variants AUC NDCG@10 NDCG@50 Recall@10 Recall@50
Complete P2D 0.764 0.079 0.141 0.115 0.350

without hyper-GNN 0.665 0.057 0.106 0.083 0.270
without Lcon 0.718 0.072 0.131 0.104 0.328
without Ldis 0.696 0.070 0.122 0.101 0.299

without disentangled learning 0.651 0.062 0.114 0.094 0.284

TABLE V
TIME EFFICIENCY COMPARISON

Model Overall Training Time Inference Response Time
BiasMF 0.33 hours 0.6 ms / query

NCF 0.49 hours 0.8 ms / query
FM 0.41 hours 0.8 ms / query

DGCF 1.33 hours 13 ms / query
LightGCN 1.28 hours 11 ms / query

HAFR 1.31 hours 10 ms / query
SCHGN 1.71 hours 10 ms / query
Our P2D 5.53 hours 28 ms / query

resentation learning module. Within this module, we imple-
ment the MI minimization algorithm using the vCLUB-based
MI upper bound estimator, necessitating additional training
steps. However, our below ablation study underscores the
significant performance benefits introduced by this module.
Consequently, we contend that the incurred extra computation
cost is justifiable in light of the substantial performance gains
achieved.

D. Ablation Study (RQ2)

We next investigate the effectiveness of the key components,
i.e., hyper-GNN and disentangled representation learning with
two regularization objectives, in P2D. To do this, we remove
one of these components from the complete P2D and obtain
four model variants. Similarly, we train these model variants
and test the performance on the test set. The results are given
in Table IV and we conclude the following.

Removing the hyper-GNN component would lead to severe
performance degradation for all metrics. Specifically, the de-
crease in AUC, NDCG@10 and Recall@10 compared to the
complete P2D is 13.0%, 27.8%, and 27.8%, respectively. This
result strongly demonstrates the positive impact of our hyper-
GNN component on recommendations. Observe that users
usually have a limited number of recipe consumption records
in the data, compared with the total number of recipes, e.g., 10
on average vs. 45,630 on Allrecipes (Table II). The constructed
hyper-graph between recipes allows our model to learn shared

recipe preferences with interactions from all users. After that,
we could estimate more reasonable recommendations for each
user given only limited interactions.

We utilize two types of regularization objectives in the
disentangled representation learning module. The results verify
that both types of objectives are essential to decouple the
blended user representations into disentangled forms. Specifi-
cally, explicitly disentangled factors via contrastive learning
can capture more accurate preferential patterns to benefit
recommendations. Moreover, the independence of factors en-
sured by the minimization of MI is necessary for disentangled
representation learning. Combining the above, the entire dis-
entangled representation learning module is another crucial
component in our P2D approach.

E. Hyper-parameter Sensitivity (RQ3)

Our ablation study has proven the importance of the reg-
ularization objectives in disentangled learning. Recall that
in Eq. (20) we use a hyper-parameter α to balance the
recommendation and the regularization losses. Therefore, in
this set of tests, we further investigate the sensitivity of P2D
with regard to a. The result is reported in Fig. 3.

When varying α, we find that all performance metrics first
increase and then decrease with the increment of α. When α
is small, e.g., α ≤ 1, our model does not perform well since
the disentangled learning module is not sufficiently trained.
On the other hand, with a large α, the performance would
rapidly decrease as the model at this stage focuses too much
on regularization while neglecting the main recommendation
task. Overall, the best performance is achieved with α = 30,
and the unimodal trend assures that we could find a good α
with reasonable efforts for parameter tuning.

F. Visualization Analysis of Disentangled Learning (RQ4)

Our disentangled learning module is inspired by psycho-
logical research. In the last set of tests, we qualitatively study
the impacts and rationale of the module through visualization
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Fig. 3. Performance of P2D with different α in Eq. (20). We find that α = 30 is a good choice for our model with all metrics.
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Fig. 4. Visualization of various representations learned by P2D.

analysis. Specifically, we plot in Fig. 4a the three sets of user
representations and the recipe representations, i.e., ẽu, ehu, epu,
and êi , learned by P2D with the t-SNE [41] method.

As can be seen from the Figure, the blended user repre-
sentations and recipe representations are mixed together in
the space, which is not conducive to personalized recommen-
dation. In such a situation, the recommendations are likely
to be made toward a small fraction of popular recipes. After
exploiting disentangled representation learning, we obtain two
sets of user representations that could be well separated
in the space. The Figure 4b illustrates that throughout the
decoupling process, user nodes (depicted in yellow) gradually
shift towards preference anchor nodes (red and green). And
the generated disentangled nodes, i.e., user hedonic factor and
healthy factor (orange and light green) maintain a distance
from each other. This implies that the users’ preferences
for foods are possibly formed by multiple distinct factors.
The decoupling process brings several advantages to recipe
recommendations. First, the model could recommend more
diverse recipes to users according to their different emphasis
on the disentangled factors. Second, it is possible to also
output the contributions of different factors along with the
recommendations, adding some transparency to the complex
underlying model.

VI. CONCLUSION

In this work, we tackled recipe recommendation from the
perspective of (a) integrating a variety of crucial pairwise and
high-order relationships and (b) explicitly distinguishing the
distinct factors that influence recipe selections. Specifically,
we proposed a P2D approach, which consists of a progres-
sive message-passing module, a disentangled representation
learning module, and a personalized recipe recommendation

module. Extensive experiments on a large real-world dataset
demonstrated the superiority of our P2D approach compared
to the state-of-the-art baselines. Additional ablation and visu-
alization analysis also illustrated the effectiveness of each of
the key components in P2D. In the future, we plan to explore
the following: (1) identifying more fine-grained user intent
factors in disentangled representation learning for more accu-
rate and interpretable recommendations and (2) incorporating
self-supervised signals into GNNs to extract richer relational
information and further enhance representation expressiveness.
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