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Abstract—Understanding human mobility patterns at the point-of-interest (POI) scale plays an important role in enhancing business

intelligence in mobile environments. While large efforts have been made in this direction, most studies simply utilize POI check-ins to

mine the concerned mobility patterns, the effectiveness of which is usually hindered due to data sparsity. To obtain better POI-based

human mobility for mining, in this paper, we strive to directly annotate the POIs associated with raw user-generated mobility records.

We propose a neural context fusion approach which integrates various context factors in people’s POI-visiting behaviors. Our approach

evaluates the preference and transition factors via representation learning. Notably, we incorporate an attention mechanism to deal

with the randomized transitions in raw mobility. The domain knowledge factors, i.e., distance, time and popularity, remain effective and

our approach further includes them from a data-driven perspective. Factors are automatically fused with a feed-forward neural network.

Furthermore, we exploit a multi-head architecture to enhance the model expressiveness. Using two real-life data sets, we conduct our

experimental study and find that our approach consistently outperforms the state-of-the-art baselines by at least 32 percent in

accuracy. Besides, we demonstrate the utility of the obtained POI-based human mobility with a POI recommendation example.

Index Terms—Raw mobility annotation, point-of-Interest, neural network, business intelligence

Ç

1 INTRODUCTION

HUMAN mobility is the movements of human beings in
space and time [1]. Based on people’s diverse emphases

of movements, human mobility can be roughly classified into
three categories: location-based, activity-based and point-of-
interest (POI) based. The location-based focuses on the space
and time aspects [1], [2], [3], [4], and the activity-based essen-
tially explains the purposes behind people’s moves [5], [6],
[7], [8], both of them have greatly enhanced our understand-
ing of urban dynamics. Besides the above two, effort has also
been paid to the acquisition of POI-based humanmobility [9],
[10], [11], i.e., people’s movements between POIs. Intuitively,
POIs contain rich semantics and play an important role in
mobile services and business intelligence. Thus, POI-based
human mobility not only is essential for mobility-related
applications, e.g., weekly mobility pattern identification [12],
city planning [13], epidemic diffusion analysis [14] and
resource allocation [15] but also remains fundamental in POI-
centric tasks, such as POI and trajectory recommenda-
tions [16], [17] and POI demand forecasting [18].

Check-in records are a good and off-the-shelf source of
POI-based human mobility [17], [19], [20], [21]. However,
they are sparse by nature, from which the downstream
applications may suffer. For instance, the Foursquare data
set collected by [22] contains 227,428 check-ins of 1,083 users
in a span of ten months in New York City. Note that inactive
users who have less than 3 check-ins per week have already
been filtered out. Even though, each user still only has 0.675
check-in per day on average, which is far from enough for
recording our daily movements. Worse still, Wu and Li [10]
experimentally verifies that temporally sparse mobility may
not exhibit any significant transitional relationships. These
results affect the basis of sequential modeling for human
mobility recorded by check-ins.

To obtain better POI-based human mobility, in this paper
we study raw mobility annotation, aiming to directly anno-
tate the raw mobility records (i.e., user-generated timestamped
locations) with associated POIs. Observe that: (i) raw mobility
data can be collected with reasonable user participation by
various devices running some mobile services, e.g., Google
Maps or Yelp, and (ii) for any POI check-in, a raw mobility
record can be collected by simply ignoring the POI. In this
sense, raw mobility data is much easier to collect and can
track more time-resolved individual locations compared
with check-ins. Moreover, direct annotation could help to
alleviate the noise introduced by fake check-ins [23]. There-
fore, proactive acquisition of POI-based human mobility
from user-generated timestamped locations can provide
both densely-sampled trajectories and reliable semantics to
support numerous potential applications.

This task also remains challenging since individuals’
POI-visiting behaviors are influenced by various complex
contexts and turn out to be more stochastic. More specifi-
cally, raw mobility records are usually more adequate than
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check-ins. This enables and requires a better exploitation of
personal preferences for visiting POIs. The work in [9] sim-
ply counts the number of previous visits from a user at a
POI to model preference, which might suffer greatly from
data sparsity. While [10] proposes to enforce category-level
consistency in spatially- and temporally-close mobility
records, which is a very strong assumption. Thus, these
strategies are insufficient to support raw mobility annota-
tion. Also observe that preferences for POIs are mutually
influenced between people, which has been largely ignored
in earlier work. Second, transitional patterns, i.e., sequential
patterns of movements, are very likely to exhibit certain ran-
domness in raw human mobility, instead of being strictly
sequential. For instance, people might visit other POIs
within their routine transitional patterns. Such randomized
effect should be considered. Last but not the least, the influ-
ence of distance, time and POI popularity ought to be prop-
erly incorporated. These basic factors play a decisive role in
our daily POI-visiting behaviors.

However, none of existing solutions [9], [10], [11] inte-
grate all the above visiting contexts. Worse still, they model
the complex contexts in simple ways, ignore the random-
ized effect of raw mobility, and combine contexts in pre-
defined manners. To this end, we propose a Neural Context
Fusion approach, namely NCF, to tackling raw mobility
annotation. It enables to capture the complex preference
and transition structures at the fine-grained user, POI, and
region levels. Moreover, it learns to fuse various key context
factors in POI-visiting behaviors in an end-to-end data-
driven manner. To the best of our knowledge, NCF is the
first neural model for mobility annotation.

To be specific, NCF first derives the preference factor via
representation learning (RL). RL refers to the technique of
embedding data points into low-dimensional hidden spaces.
It can effectively reveal the hidden structures in original data,
e.g., the preference relationships between user and POI, and
has already been exploited for human mobility analysis [17],
[19], [24]. For eachuser or POI,NCF learns a vector in a hidden
space such that a pair of user and POI vectors are placed close
if the user has preference for the POI. By this, user vectors can
encode people’s distinct preferences for POIs. As a side effect,
RL also provides a natural way for mutual preference influ-
ence through vectormanipulations in the hidden space.

From a transitional point of view, we notice that the previ-
ous mobility records also offer clues for mobility annotation,
i.e., how likely someone visits a POI given the places she/he
stays earlier. Since rawmobility data only track locations, we
assign locations to road-segmented regions for learning tran-
sitional patterns. The reasons are two-fold. First, regions can
be easily incorporated in the RL framework. Second, the func-
tionality of regions can well encode transitional patterns, e.g.,
residence-to-work. Regions are also embedded in the same hid-
den space as users and POIs. Based on region vectors, NCF
derives two transition factors from the POI and user perspec-
tives, respectively. Also recall that transitions in rawmobility
are randomized. In other words, each of the previous regions
may have a direct impact on the current visited POI. We
adopt an attention mechanism [25] to capture such random-
ness. It automatically determines an importance weight of
each region and computes a weighted sum of region repre-
sentations, which ensures the direct impact of each region.

The remaining distance, time and popularity factors are
inspired by domain knowledge, i.e., people tend to visit
POIs that are close to their locations, active at the visit time
and popular among people. These three factors are data-
driven in our approach. Inspired by data statistics, we adopt
an exponentially-decayed function to evaluate the distance
factor. While the time and popularity factors are estimated
from map search query data, i.e., timestamped search logs
from users to POIs on map services, due to the better POI
coverage compared with POI visit data.

All the above factors are fed into a feed-forward fusion
neural network to compute the visit probabilities of candi-
date POIs. Moreover,NCF exploits a multi-head architecture
such that each head evaluates an independent set of RL fac-
tors. Such an architecture is believed to enhance the expres-
sive power of NCF, as it can learn a distinct POI-visiting
pattern in each head.

To sum up, our main contributions are as follows:

1) We investigate the raw mobility annotation problem
to overcome the limitation of POI check-in data.

2) We propose a neural context fusion (NCF) approach. It
integrates various key context factors in people’s POI-
visiting behaviors and is equipped with a context
fusion neural network and amulti-head architecture.

3) We evaluate NCF using two real-life data sets. We
find that NCF significantly outperforms the state-of-
the-art baselines by at least 32 percent in accuracy
and remains efficient. Moreover, both the context
factors and the multi-head architecture enhance the
effectiveness.

4) We demonstrate the utility of POI-based human
mobility with a POI recommendation example. We
show that, even using a very simple recommenda-
tion strategy, the annotated POIs by NCF can sub-
stantially promote the recommendation accuracy by
at least 11.2 percent.

The rest of the paper is organized as follows. Section 2
introduces raw mobility preprocessing and formalizes the
problem. Our NCF approach is described in Section 3. We
present the experimental study in Section 4, followed by
relatedwork in Section 5 and concluding remarks in Section 6.

2 RAW MOBILITY PREPROCESSING

Raw human mobility cannot be directly annotated as a frac-
tion of records are produced when people are in moving
status. In this section, we introduce how to preprocess raw
human mobility for annotation and formalize our problem.
The notations used in this paper are listed in Table 1.

Let a mobility record x ¼ ðl; tÞ be a pair of location l (lati-
tude and longitude) and time stamp t. Let U and P be the
sets of users and POIs, respectively.

Definition 1 (Trajectory). A trajectory T u of user u 2 U is a
sequence of ordered mobility records generated by user u, i.e.,
T u ¼ ½x1; x2; . . . ; xL�, where L is the length of T u and the time
stamps satisfy t1 < t2 < . . . < tL.

We introduce a notion of stay to distinguish between
mobility records that can or cannot be annotated with POIs.
Let T u½i; j� ¼ ½xi; . . . ; xj� (1 � i < j � L) denote a sub-
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trajectory of T u. And we say a sub-trajectory is a stay if all
mobility records included are spatially and temporally close
and last long enough. In this case, the corresponding mobil-
ity records are very likely to be associated with a POI where
the user visits when generating these records.

Definition 2 (Stay). Given distance, temporal closeness and
spanning thresholds �D, �T and �S , sub-trajectory T u½i; j� is a
stay if (a) distðlk; lijÞ � �D holds for all i � k � j, where lij is
the mean of fli; . . . ; ljg, (b) tkþ1 � tk � �T holds for all
i � k � j� 1, and (c) tj � ti � �S .

Intuitively, distance threshold �D provides tolerance for
positioning errors of daily use devices, temporal closeness
threshold �T is the typical amount of time within which peo-
ple can complete a visit to a POI, and, finally, spanning
threshold �S is the amount of time that we can assure a POI
visit by someone with high confidence. We next illustrate
these concepts with an example.

Example 1. Fig. 1gives a trajectory T u of user u collected
in one day. Assume the diameter of circles in Fig. 1 is
200 meters, �D ¼ 200 meters, �T ¼ 2 hours and �S ¼ 10
minutes. We have the following.

� Sub-trajectories T u½1; 2� and T u½11; 12� are stays
since the included mobility records are spatially
and temporally close and span longer than the
spanning threshold.

� Despite the distance and spanning time, x6–x9
belong to two stays T u½6; 7� and T u½8; 9� since x7
and x8 are not temporally close (i.e., t8 � t7 > �T ).
Note that user u might visit other POIs during
10:00 AM and 2:30 PM.

� Spatiotemporal points x3, x4, x5 and x10 are mov-
ing mobility records. They do not belong to any
stays due to the distance constraint.

Similar to the stay point detection algorithm in [26], we
can identify a set of non-overlapping stays from each T u in
OðLÞ time. The main idea is to enumerate a mobility record
(say xi) and find the longest sub-trajectory T u½i; j� satisfying
the conditions of a stay. If that sub-trajectory does not exist,
turn to xiþ1. Otherwise, identify T u½i; j� as a stay and start
with xjþ1. It is easy to verify that the above process only
needs to scan through the trajectory once.

In most cases, the identified stays are associated with
POIs. For instance, T u½1; 2� in Fig. 1 is generated when u is
at home, T u½6; 7� and T u½8; 9� are annotated with the com-
pany, and T u½11; 12� corresponds to a bar. We thus (i) esti-
mate various context of stays and further (ii) fuse these
context factors to (iii) guide stay annotation with the corre-
sponding POIs (the details will be described in Section 3).
We then obtain the POI-based human mobility, which can
facilitate a broad range of applications. It is noteworthy
that, for a specific setting of the thresholds, the POIs that are
annotated to mobility records might have some bias, e.g.,
convenience stores are probably excluded if �S is set to 10
minutes. Formally, our problem is as below.

Problem 1 (Raw Mobility Annotation). Given a trajectory
T u, raw mobility annotation is to identify a set S ¼ fT u½i; j�g
of stays from T u and annotate a POI p 2 P to each T u½i; j�
such that user u visits POI p when generating the mobility
records included in T u½i; j�.

3 A NEURAL CONTEXT FUSION APPROACH

In this section, we introduce our neural context fusion (NCF)
approach to tacking the problem. We first present the frame-
work overview, then illustrate the exploited context factors
and, finally, specify the training and inference procedures.

3.1 Framework Overview

Our NCF attacks the annotation problem by evaluating the
visit probability of each POI near the stay location. Once all
nearby POIs are processed, the POI with the highest visit
probability is then annotated to the stay. Unlike crowd-level
human mobility that has universal governing rules [3], indi-
viduals’ mobile behaviors are influenced by various complex
contexts and turn out to be more stochastic. Accordingly,
NCF integrates various context factors to estimate visit proba-
bilities. The framework overview of NCF is illustrated in
Fig. 2. It takes as input (a) a user u 2 U, (b) the location l and
time stamp t of a stay T u½i; j� (where l is the mean of
fli; . . . ; ljg and t ¼ ðti þ tjÞ=2), (c) a set Rt

u of regions where
user u stays before time stamp t, and (d) a candidate POI
p 2 P, and outputs the probability that u is visiting p when
staying at location l and time stamp t.

Our NCF first looks up the embeddings of user u, candi-
date POI p and regions r 2 Rt

u. Based on the candidate POI p,
the region embeddings are aggregated together with an atten-
tion network. It then derives three representation learning
(RL) factors via evaluating the pairwise inner products of the
user, POI and aggregated region embeddings. To obtain better

Fig. 1. An example of raw mobility annotation, where points in green and
red denote staying and moving mobility records, respectively, and each
dashed circle represents a stay.

TABLE 1
Descriptions of Mathematical Notations

Notation Description

x ¼ ðl; tÞ Mobility record of location l and time stamp t
T u Trajectory of user u, T u ¼ ½x1; x2; . . . ; xL�
T u½i; j� Sub-trajectory ½xi; . . . ; xj� of T u

�D, �T , �S Distance, temporal closeness and spanning
thresholds

Ru
t Set of regions user u visits before time stamp t

H, h Total number of heads and a specific head
u, uðhÞ User and user embedding in the h-th head
p, pðhÞ POI and POI embedding in the h-th head
r, rðhÞ Region and region embedding in the h-th head
MLPðhÞð�Þ Multilayer perceptron function in the h-th head
aðhÞð�; �Þ Attention mechanism in the h-th head
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expressive power, a multi-head architecture [27] is further
exploited in NCF. Each head computes an independent set of
RL factors. Such process is repeated forH times, resulting in a
total of 3H RL factors. By doing so, NCF can learn a distinct
visiting pattern in each head. In addition, NCF incorporates
another three data-driven domain knowledge factors. Finally,
with a feed-forward fusion network, NCF learns to automati-
cally fuse these factors to compute the visit probability of a
POI given the stay.

3.2 Representation Learning Factors

We next explain the details of deriving RL factors in the hth
(1 � h � H) head. Note that all operations are the same
across different heads except that each head learns its own
embedding and model parameters.

The first RL factor evaluates the preference between
users and POIs. Assume the dimensionality of NCF is d.
Basically, NCF embeds all users and POIs in a hidden space
Rd and computes the preference of a user to a POI as the
inner product of the corresponding user and POI embed-
dings. Formally, the preference factor F

ðhÞ
prefðu; pÞ of user u

and candidate POI p in the h-head is as follows:

F
ðhÞ
prefðu; pÞ ¼ MLPðhÞðuðhÞÞTMLPðhÞðpðhÞÞ; (1)

where uðhÞ and pðhÞ are the embeddings of u and p in the
h-th head of NCF, respectively, andMLPðhÞ is a head-specific
multilayer perceptron (MLP) that performs a non-linear
transformation. The MLP is introduced for two reasons: (a)
to distinguish between embeddings used for evaluating
context factors here and evaluating attention weights later,
and (b) to prevent our model from overfitting via leveraging
an MLP in conjunction with dropout [28]. We adopt an MLP
with two layers of adaptive weights:

MLPðhÞðxÞ ¼ tanhðWðhÞ
2 tanhðWðhÞ

1 xþ b
ðhÞ
1 Þ þ b

ðhÞ
2 Þ: (2)

MLPðhÞ learns two adaptiveweightmatricesW
ðhÞ
1 ;W

ðhÞ
2 2Rd�d

and two bias vectors b
ðhÞ
1 ;b

ðhÞ
2 2 Rd. That is, the transforma-

tion is shared for all users and POIs in the same heads, while
different heads exploit different transformation parameter-
ized by their ownmatrices and biases.

In addition to users and POIs, NCF also embeds regions in
the hidden representation space. Regions, especially those

road-segmented ones, usually exhibit certain functionalities
that meet people’s different needs of socioeconomic activi-
ties [29]. In this sense, they also provide clues from the transi-
tional perspective for rawmobility annotation. For instance, a
person is in general more likely to visit an office building than
a hotel if she/hewas found in a residential area earlier. By fur-
ther learning region representations, NCF incorporates the
user- and POI-based transitional relationships that evaluate
how likely user u transfers fromprevious regions to the candi-
date POI.

Recall that Rt
u is the set of regions visited by user u before

time stamp t. From the transitional perspective, a candidate
POI p is likely to be visited if the transition rates from regions
r 2 Rt

u to p are high. The simplestway to achieve this is to eval-
uate the average inner product between region embeddings r
of r 2 Rt

u and POI embedding p. In this way, each region is
assigned an equal weight for POI p, which is usually not the
true case in practice. Alternatively, we can derive a sequence of
regions based on the stay time at regions r 2 Ru. This can lead
to a sequential model assuming that user u visits these regions
sequentially and, because of that, finally visits POI p. However,
sequential modeling is too restrict for raw mobility analysis,
both due to the incompleteness of the recorded raw mobility
data and the randomized effect in humanmobility.

To address the above two issues, ourNCF approach adopts
an attention mechanism, as shown in the lower right of Fig. 2.
An attention function takes a query and a set of values as
input and outputs a query-aware weighted sum of the val-
ues [27]. By treating candidate POI p as the query and regions
in Rt

u as values, the attention function lets POI p decide the
regions from which the transition starts. Formally, we assign
each region r 2 Rt

u a distinct weight automatically deter-
mined by candidate POI p and region r themselves. After-
ward, we compute an aggregated region embedding r̂tu as the
attention output:

r̂tðhÞu ¼
X
r2Rt

u

aðhÞðpðhÞ; rðhÞÞP
r02Rt

u
aðhÞðpðhÞ; r0ðhÞÞ r

ðhÞ: (3)

Here aðhÞð; Þ is the attention mechanism in the hth head
which determines the weights of rðhÞ. These weights indicate
the importance of regions to POI p. In other words, the
attention mechanism decides to which regions POI p should

Fig. 2. Framework overview of NCF.
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pay attention. In this study, we adopt the simple dot-prod-
uct attention mechanism [27]. It first performs a shared
transformation on POI and region embeddings and then
computes their dot-product as the attention weight:

aðhÞðpðhÞ; rðhÞÞ ¼ MLP
ðhÞ
attnðpðhÞÞTMLP

ðhÞ
attnðrðhÞÞ: (4)

Note that MLP
ðhÞ
attn is another head-specific 2-layer MLP,

which is the same to MLPðhÞ in Eq. (2) except for adopting a
ReLU (Rectified Linear Unit) nonlinearity and learning its
own parameters. ReLUðxÞ ¼ maxð0; xÞ is defined as the pos-
itive part of its argument and has been demonstrated to
enable better training of deep networks. In this way, MLPðhÞ

and MLP
ðhÞ
attn can distinguish between embeddings used for

evaluating context factors and attention weights.
We then derive the POI-based transition context factor

F
ðhÞ
pbtrðRt

u; pÞ as the inner product between the aggregated
region embedding and the POI embedding:

F
ðhÞ
pbtrðRt

u; pÞ ¼ MLPðhÞðr̂tðhÞu ÞTMLPðhÞðpðhÞÞ: (5)

This can be interpreted in a way that each region performs a
direct transition to POI p and the overall region-POI transi-
tion is a weighted sum of these direct transitions.

Similarly, we further derive the user-based transition con-
text factor F

ðhÞ
ubtrðRt

u; uÞ based on the aggregated region
embedding and user embedding:

F
ðhÞ
ubtrðRt

u; uÞ ¼ MLPðhÞðr̂tðhÞu ÞTMLPðhÞðuðhÞÞ: (6)

Note that “attentioned” by candidate POI p, the aggregated
region embedding is mainly contributed by regions that
have high transition rates to POI p. Here the user-based
transition factor verifies the weighted transition from user
perspective, i.e., whether user u is highly-related to these
contributing regions of POI p.

Remarks. (1)We have tried sequential modeling forNCF by
equipping a positional encoder in the attention [27], and
found it rarely leaded to improvement. This indicates that
strictly sequential modeling is not necessary for raw mobility
and, hence, verifies the randomized effect for raw human
mobility. For the sake of simplicity, we only consider the
direct transitions from earlier regions. (2) Technically, NCF
can take any number of regions around the annotated one as
input. However, many real-life applications (e.g., recommen-
dation) require to annotatemobility records once they are gen-
erated, which means there only exist previous regions.
Besides, it is desired to keep the inference component light-
weight and avoid introducing noises by unrelated regions.
Hence, we finally choose to use a small number, e.g., 10, of the
most recent previous regions asRt

u.

3.3 Domain Knowledge Factors

The remaining three context factors in NCF are inspired by
domain knowledge. Essentially, these factors give biases to
POIs that are close to location l, active at time stamp t and
popular among people in general. We exploit a data-driven
strategy to estimate these factors.

First, the distance context factor Fdistðp; lÞ captures the
spatial preference that people are more likely to visit POIs
nearby. It is usually achieved by an exponentially decayed
function w.r.t. distance. However, the decay rate varies in
different formulas, e.g., linear in [10] and squared in RBF
kernel [30]. To determine an appropriate formula, we collect
the statistics of distance between people’s stay locations and
visited POIs on our BEIJING and NYC data (refer to Section 4
for data set details). The density distribution is reported in
Fig. 3. Note that the y-axis is log-scaled and there is an obvi-
ous linear correlation between the distance and the density
on both data sets. We hence adopt an exponential function
with a negative exponent weight for linear distance, the
same to the node potential in [10]:

Fdistðp; lÞ ¼ expð�f � distðl; pÞÞ; (7)

where distðl; pÞ is the distance (in meter) between stay loca-
tion l and POI p and f > 0 is a decaying parameter. A rela-
tively low f is preferred if the positioning accuracy is low
and vice versa. In practice it suffices to choose a f within
[0.001, 0.05]: Fdistðp; lÞ halves every (693, 14) meters with
f ¼ ð0:001; 0:05Þ, respectively.

Similarly, the time factor captures the temporal prefer-
ence that users are more likely to visit POIs that are active at
the stay time. This calls for a metric to evaluate the active-
ness of POIs at different time. Basically, we can use the
number of visits. However, large-scale visit record data is
usually hard to obtain, and check-ins are highly biased to
certain types of POIs such as scenic spots. On the other
hand, obtaining map search query data is much easier, and
there is a strong correlation between map queries and POI
visits [31]. To further verify this, we collect and report the
map search query statistics of four typical POIs in Fig. 4. As
shown, such map search query statistics are a good proxy of
POI activeness. Notably, the selected restaurant is famous

Fig. 3. Distribution of distance between stay locations and POIs.

Fig. 4. The number of hourly map queries for POI activeness.
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for its supper, and its highest activeness in the evening is
also well reflected by the map search query data in Fig. 4a.
The peak time of the hospital, SOHO and shopping mall
occurs at 7 AM, 9 AM and 10 AM, respectively, which also
conforms to real-life cases. Hence, we use the number of
map search queries to evaluate the POI activeness. More
specifically, let Qp;k denote the number of map queries of
POI p in time slot k 2 f1; . . . ; Tg of a day. The corresponding
activeness Ap;k is then estimated by smoothing Qp;k with a
log operator and a constant bias and normalizing:

Ap;k ¼
0; if maxk0Qp;k0 ¼ 0;

log ðQp;kþ1Þ
log ðmaxk0Qp;k0 þ1Þ ; otherwise.

(
(8)

The time context factor Ftimeðp; tÞ ¼ expðAp;kðtÞÞ favors those
active POIs, where kðtÞ is the corresponding time slot of
time stamp t.

The selection of time slot duration involves a tradeoff
between accuracy of POI activeness and sparsity of map
search queries. Time slots of shorter duration, e.g., inminutes,
can record finer-grained POI activeness, but require more
map search query data. In this study, we consider two-hour
time slots, i.e., T ¼ 12. Note that two hours is a reasonable
length of time formost POI visit purposes.

Finally, the popularity context factor FpopuðpÞ captures peo-
ple’s visiting preference for popular POIs. It is also evaluated
from map search query data as popular POIs usually have
moremap queries: FpopuðpÞ ¼ log

�P
k Qp;k þ 1

�
. Once the dis-

tance, time and popularity factors are evaluated for all stays
and their candidate POIs (the top-100 nearest POIs around the
stay location), we perform a Z-score normalization on each of
the three factors. This is to alleviate the possible influence of
different scales of the domain knowledge context factors.

3.4 Training and Inference with Context Fusion

We finally present the training and inference procedures
with context fusion. For each candidate POI p of a stay of
user u at location l and time stamp t, NCF evaluates the con-
text factors as stated in above and concatenates these factors
into a factor vector f in a pre-defined order:

f ¼ ½F ð1Þ
prefðu; pÞ; F

ð1Þ
pbtrðRt

u; pÞ; F
ð1Þ
ubtrðRt

u; uÞ;
. . . ;

F
ðHÞ
prefðu; pÞ; F

ðHÞ
pbtr ðRt

u; pÞ; F
ðHÞ
ubtrðRt

u; uÞ;
Fdistðp; lÞ; Ftimeðp; tÞ; FpopuðpÞ�:

(9)

The factor vector is then fed into a feed-forward fusion net-
work to derive the un-normalized visit probability. We
adopt an MLP with three layers of adaptive weights and
applying the ReLU nonlinearity for context fusion:

Prðu; l; t; pÞ ¼ W3ReLUðW2ReLUðW1fþ b1Þ þ b2Þ;
(10)

where W1 2 Rd�ð3Hþ3Þ, W2 2 Rd�d, W3 2 R1�d and b1;b2 2
Rd are the learnable parameters.

We train our NCF with all stays whose ground-truth vis-
ited POIs are included in the top-100 most nearest candidate
POIs. For each training stay, let ŷ be the vector consisting of
the visit probabilities of all candidate POIs and y be the

corresponding one-hot vector of the index of the ground-
truth POI. We then minimize the cross-entropy loss between
y and softmaxðŷÞ. For inference, we compute the visit proba-
bilities with our NCF for all candidate POIs. Afterward, a
stay is assigned the POI p whose visit probability is the
highest among all candidates.

Remarks. In this work, we choose a supervised setting for
rawmobility annotation. The advantages are as follows. First,
we can better exploit the the preference context between users
and POIs, which plays a very important role in raw mobility
annotation. Second, we can develop an expressive neural
model and train it in an end-to-end manner. As a result, our
NCF is very suitable for dealing with annotation scenarios
when mobility records are generated within areas with
extremely dense POI layout. In practice, there exist a number
of ways to collect labels to ensure supervised learning. For
instance, we can collect users’ check-ins to POIs as labels or
we can exploit an easy-first strategy such that we derive some
seed labels by annotating the easy stays, e.g., those having
very few candidate POIs.

4 EXPERIMENTS

In this section, we present an experimental study of our
NCF approach. Using two real-life data sets, we conduct six
sets of experiments to evaluate: (a) the overall effectiveness
for raw mobility annotation, (b) the effectiveness of the dif-
ferent components in NCF, (c) the efficiency, (d) the param-
eter sensitivity, (e) the utility of the obtained POI-based
human mobility, and (f) the effectiveness for unseen users.

4.1 Experimental Setups

We first introduce the settings of the experimental study.
Data Sets. We chose two data sets to test our model.
(1) BEIJING was obtained from a third-party map service

platform and was produced based on the POI data, road-
segmented region data, and anonymous map search query
and raw mobility records during July, 2018 in Beijing. Stays
were identified from raw mobility records with �D, �T and
�S set to 200 meters, 2 hours and 10 minutes, respectively
(Section 2). Ground-truth visited POIs were determined (i)
with an empirical rule combining both mobility and map
search query data and (ii) by human experts. We finally
removed stays without annotated POIs.

(2) NYC was produced based on a public Foursquare
check-in data set collected fromApril 12, 2012 to February 16,
2013 [22]. Since the check-in locations were very close to the
visited POIs, following [10], we injected noises drawn from a
uniform distribution ðm ¼ 0; d ¼ 0:0002Þ to the check-in loca-
tions. We also collected the basic POI information and the
numbers of likes to POIs with Foursquare developers APIs.1

Note that the latter was used to estimate the popularity

TABLE 2
Data Set Statistics

Description # of stays # of users # of POIs # of regions

BEIJING 436,728 26,917 1,341,663 62,534
NYC 146,325 1,083 318,162 45,935

1. https://developer.foursquare.com/
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context factor. Due to the quota limitations of APIs, we were
unable to obtain the POI activeness data. Hence, we did not
use the time factor on NYC. Regions were derived based on
the road network downloaded from NYC Open Data.2 We
finally filtered out the check-ins not within any regions and
treated each remaining as a stay. We will release our NYC
data in the future.

For both data sets, we randomly split f of stays for train-
ing and used the rest stays for testing, i.e., stay-level split. If
validation was required, 10 percent of the training data was
left out and used for validation. Table 2 lists the statistics of
our BEIJING and NYC data. It is noteworthy that both our
data sets are essentially based on map and trip services, and
the results of our experimental study should be better inter-
preted under this specific situation.

Metric. We adopted the accuracy (Acc) metric to evaluate
the effectiveness, which is the ratio of the numberNca of cor-
rectly annotated test stays to the number Nall of all test
stays: Acc ¼ Nca=Nall.

Algorithms. We compared our NCF approach with the
following baselines and variants of NCF.

� Dist utilizes spatial information only and annotates
each stay to the nearest POI around the stay location.

� HMM trains a hidden Markov model to learn transi-
tion relationships between POI categories [11]. After
deriving the most likely category, it then annotates a
stay to the nearest POI of that category.

� LTR is a learning to rank model, which trains a Lamb-
daMART model to rank POIs near a location [9]. It
then uses the top-1 ranked POIs for annotation. We re-
implemented six of the nine features originally devel-
oped in [9], excluding Creator, Mayor and Friends-
Here-Now since they are not available in our data.

� MRF constructs a Markov random field and annotates
each stay with a POI via minimizing the energy [10]. It
captures personal preferences by enforcing consis-
tency in spatially- or temporally-close stays. For fair-
ness, we used the supervised version provided by the
authors.

� GE is a classic non-sequential approach to location rec-
ommendation [17]. It constructs four graphs and learns
POI, region and time embeddings via preserving graph
structures. It finally evaluates the inner product of the
corresponding embeddings for annotation.

� DKF is a simplified version of NCF, which only fuses
the domain knowledge factors with the fusion
network.

� NCF(H) theH-head version of NCF.
Implementations. We implemented the variants of NCF in

Python and used the Adam optimizer with a batch size of 256.
The learning rate g increased in the first warmup steps and
then decreased [27], i.e., g ¼ 3 � d�0:5 �minfstep � warmup�1:5;
step�0:5g, where step denoted the step number and warmup
was fixed to 1000. We employed three types of regularization
to prevent overfitting: (a) an L2 regularization with
� ¼ 5� 10�4 on all trainable embedding and model parame-
ters, (b) a dropout after each dense layer of MLPs (except for
the last layer of the fusion network), and (c) an early stopping
if the Acc on validation set did not increase in successive 5
epochs. The dropout probability Pdrop was chosen based on
the fraction f of training stays, i.e., a high Pdrop ¼ 0:6 for
f � 30%, a low Pdrop ¼ 0:2 for f � 70%, and a median
Pdrop ¼ 0:4 otherwise. Parameter f was fixed to a moderate
0.005. Finally, we set the number H of heads, the number Nr

of regions inRt
u and the number d of dimensions to 3, 10 and

64 by default, respectively. We will test the parameter sensi-
tivity in our experiments.

The LTR approach was implemented with the Java Ran-
kLib3 library. We trained 2,000 trees, used the Z-score nor-
malization on features, applied an early stop after 20
rounds without performance gain on validation set, and
fixed the shrinkage parameter to 0.3 if f � 60% and 0.2 oth-
erwise. The rest algorithms were implemented in C++ fol-
lowing their recommended settings.

All experiments were conducted on a workstation with
Intel Xeon 2.0 GHz CPUs, 200 GB of main memory and
Tesla P40 GPUs. When quantity measures were evaluated,
the test was repeated over 5 times using different train-test
splits and the average result was reported.

TABLE 3
Accuracy (Acc) Comparison With Different Fraction f of Training Data

Data set Method 10% 20% 30% 40% 50% 60% 70% 80% 90% Avg.

BEIJING

Dist 0.0678 0.0678 0.0678 0.0678 0.0681 0.0675 0.0675 0.0676 0.0673 0.0677
HMM 0.1287 0.1603 0.1820 0.1967 0.2094 0.2187 0.2270 0.2354 0.2434 0.2002
LTR 0.2760 0.3294 0.3554 0.3675 0.3790 0.3899 0.3934 0.3961 0.4065 0.3659
MRF 0.2142 0.2819 0.3245 0.3571 0.3804 0.3985 0.4149 0.4286 0.4414 0.3602
GE 0.2212 0.3072 0.3411 0.3583 0.3662 0.3720 0.3770 0.3797 0.3817 0.3450

NCFð3Þ 0.3853 0.4229 0.4491 0.4829 0.4984 0.5053 0.5284 0.5343 0.5452 0.4835

NYC

Dist 0.2683 0.2681 0.2678 0.2687 0.2683 0.2680 0.2671 0.2709 0.2666 0.2682
HMM 0.2811 0.2966 0.3132 0.3307 0.3465 0.3589 0.3708 0.3823 0.3914 0.3413
LTR 0.3939 0.4194 0.4252 0.4484 0.4580 0.4522 0.4712 0.4764 0.4896 0.4483
MRF 0.2984 0.3681 0.4188 0.4620 0.4927 0.5230 0.5429 0.5652 0.5810 0.4725
GE 0.3677 0.3387 0.3394 0.3377 0.3421 0.3414 0.3368 0.3414 0.3398 0.3428

NCFð3Þ 0.6120 0.6728 0.7192 0.7520 0.7664 0.7797 0.7981 0.8061 0.8133 0.7466

The standard deviations of all reported Acc are less than 0.03, and NCFð3Þ significantly outperforms other baselines at the 0.01 level, paired t-test.

2. https://data.cityofnewyork.us/City-Government/NYC-Street-
Centerline-CSCL-/exjm-f27b 3. https://sourceforge.net/p/lemur/wiki/RankLib/
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4.2 Experimental Results

We next present our experimental results.
Exp-1: Effectiveness Comparison. In the first set of experi-

ments, we evaluate the overall effectiveness of NCF and the
five baselines for raw mobility annotation. We considered
the multi-head version of our approach, i.e., NCF(3). To
ensure a comprehensive comparison, we varied the fraction
f of training stays from 10 to 90 percent. The resulting Acc
of all tested approaches are reported in Table 3. Note that
each Acc is the average result of five tests.

Overall, considering more visiting context information can
generally promote the effectiveness of raw mobility annota-
tion. Observe that the transition relationships between POI
categories has already substantially improved the Acc of
HMM compared with the spatial-only Dist approach. More-
over, the more complex contexts considered by LTR, MRF,
and GE make the three approaches further better than both
Dist andHMM.

The average effectiveness of LTR and MRF are compara-
ble on BEIJING and NYC. However, their performance gap
varies with f : LTR works better than MRF given limited
training data, e.g., f � 30% while MRF outperforms LTR
when f � 50%. This is because LTR trains a unified model
for all users together while MRF learns to capture the dis-
tinct POI-visiting pattern of each individual. The personal-
ized pattern learning mechanism of MRF becomes more
effective with the increment of f .

Raw mobility annotation bears some similarity to loca-
tion recommendation and the location recommendation
approach GE can also annotate mobility records after some
minor revision. However, GE only considers the complex
co-occurrence-based contexts between POI, region and time
while ignores other basic contexts such as distance and POI
popularity. As a result, GE has an inherent limitation, espe-
cially on NYC, compared with other annotation methods
such as LTR andMRF.

Finally, our NCF approach which fuses various contexts
significantly outperforms all baselines at the 0.01 p-value
level (paired t-test) on both BEIJING and NYC. Indeed the

Acc of NCF(3) is on average (614, 142, 32, 34, 40 percent)
and (178, 119, 67, 58, 118 percent) higher than (Dist, HMM,
LTR, MRF, GE) on BEIJING and NYC, respectively. Such
improvement demonstrates that context fusion is an effec-
tive tool for raw mobility annotation.

Exp-2: Ablation study. In the second set of experiments,
we present an ablation study to evaluate the effectiveness of
the domain knowledge factors, the representation learning
factors and the multi-head architecture of NCF. Again, the
fraction f was varied from 10 to 90 percent.

Exp-2.1: Domain Knowledge Factors . To evaluate the effec-
tiveness of domain knowledge factors, we tested and com-
pared the Acc of DKF with LTR, MRF and GE. The results
are reported in Figs. 5a and 5b. We omitted Dist and HMM
due to their low Acc reported in Table 3.

When varying f , the Acc of LTR, MRF and GE increase
with the increment of f , except for GE on NYC. Note that
GE simply uses the visited POIs to represent users, which
might be inaccurate given the long spanning time of NYC.
Differently, DKF can learn to effectively fuse the domain
knowledge factors for raw mobility annotation given very
limited data. This property makes DKF better than other
tested methods when f � 40% on both data sets. In sum-
mary, the domain knowledge factors can successfully iden-
tify some general patterns for raw mobility annotation.

Exp-2.2: Representation learning factors . To evaluate the
effectiveness of representation learning factors, we tested
and compared the Acc of DKF and NCFð1Þ. The results are
reported in Figs. 5g and 5h.

When varying f , the Acc of NCFð1Þ is consistently higher
than DKF on both data sets. The gap of Acc also increases
with the increment of f . Overall, compared with DKF, our
representation learning factors increase the Acc by 27.5 and
44.7 percent on average on BEIJING and NYC, respectively.

Exp-2.3: Multi-Head Architecture . To evaluate the effective-
ness of the multi-head architecture, we tested and compared
theAcc ofNCFð1Þ andNCFð3Þ reported in Figs. 5e and 5f.

When varying f , the multi-head architecture promotes
the effectiveness of our NCF approach in almost all cases in

Fig. 5. Ablation study (a)–(f) and efficiency evaluation (g)–(h)
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our tests, except for f ¼ 20% on BEIJING. The improvement is
more significant on NYC (4.12 percent on average) than BEI-

JING (1.47 percent on average). Recall that the NYC data
spans for a longer time than BEIJING and the POI-visiting pat-
terns on NYC are very likely to be more complex accord-
ingly. As a consequence, the multi-head architecture
introduces more performance gain on NYC.

Exp-3: Efficiency Comparison. In the third set of tests, we
evaluate the overall efficiency of NCF. We tested the run-
ning time of DKF, NCFð1Þ and NCFð3Þ as well as baselines
LTR,MRF andGE, with f varied from 10 to 90 percent. Sim-
ilar to Exp-2.1, Dist and HMM are omitted due to their effec-
tiveness. The results are reported in Figs. 5g and 5h.

When varying f , the running time of GE decreases while
the ones of other approaches increase with the increment of
f . Note that the number of samples trained by GE is fixed
and it costs less time on inference with larger f . Except for
GE, DKF runs the fastest, followed by NCFð1Þ, NCFð3Þ, LTR
and MRF, respectively. Our compete NCFð3Þ is still faster
than the rest two mobility annotation approaches LTR and
MRF. Indeed, the running time of (DKF, GE, NCFð1Þ, LTR,
MRF) is on average (0.15, 0.33, 0.52, 2.28, 5.57) and (0.10,
0.46, 0.51, 1.60, 21.03) times of the running time of NCFð3Þ
on BEIJING and NYC, respectively.

Exp-4: Parameter Sensitivity. In the fourth set of experi-
ments, we evaluate the parameter sensitivity ofNCF. Fixing f
to 50 percent, we tested the impacts of the numberH of heads,
the numberNr of regions and the number d of dimensions. In
each experiment, we varied the tested parameter while fixed
others to their default values.

Exp-4.1: Impacts of H . To evaluate the impacts of the
number H of heads, we varied H from 1 to 6 and tested the
Acc and running time reported in Figs. 6c and 6f.

When varying H, the Acc of NCF(H) first increases with
the increment of H when H � 4, due to the enlarged model
expressiveness. Further increasing H, the Acc might slightly
decrease. In these cases, our NCF(H) tends to be overfit with
superabundant parameters. It turns out that a moderate H,

e.g., 3 or 4, is reliable for enhancing the expressive power.
With larger H, the model has a potential to learn more, but
there is also a risk of overfitting.

When varying H, the running time increases with the
increment of H reasonably. Indeed, the running time with
H ¼ ð2; 3; 4; 5; 6Þ is on average (1.5, 2.0, 2.6, 3.3, 4.1) and (1.6,
2.2, 3.3, 3.4, 3.4) times of the one of H ¼ 1 on BEIJING and
NYC, respectively.

Exp-4.2: Impacts of Nr . To evaluate the impacts of the
number Nr of regions in Rt

u, we varied Nr from 0 to 10 and
tested the Acc and running time reported in Figs. 6b and 6e.
Note the for Nr ¼ 0 we removed the two transition factors
and we also considered another variant NCF0 which used
Nr/2 previous andNr/2 subsequent regions asRt

u.
Incorporating transition context factors via regions has a

positive impact on the effectiveness of NCF. However, the
best improvement is obtainedwith differentNr on BEIJING and
NYC. For BEIJING, a relatively smallNr is preferred while con-
sidering more regions is better for NYC. Recall that BEIJING

records dense raw human mobility and a small number of
previously stayed regions can provide the most meaningful
transitional clues. On the other hand, the NYC data is
obtained from the sparse check-in data and collecting clues
from more regions is generally more effective. Finally, the
effectiveness ofNCF andNCF0 are close in general.

The running time of NCF increases with the increment of
Nr reasonably. Since NCF

0 requires less epoches for training,
it runs (1.3, 1.5) times faster than NCF on (BEIJING, NYC).
Overall, NCF is more general, e.g., annotating new mobility
records, at the expense of more training computation.

Exp-4.3: Impacts of d . To evaluate the impacts of the num-
ber d of dimensions, we varied d from 32 to 128 and tested
the Acc and running time reported in Figs. 6c and 6f.

When varying d, the Acc generally increases with the
increment of d. From our tests, we recommend to choose d
within ½64; 128� for NCF. The running time also generally
increases with the increment of d, except for the drop at
d ¼ 80. It turns out that NCF with d � 80 can stop after less

Fig. 6. Parameter sensitivity (the left and right y-axes of (a)–(c) correspond to the Acc on BEIJING and NYC, respectively).
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epoches compared with d < 80. As a result, the running
time with different d is overall comparable: the relative pro-
portion in Fig. 6f is bounded by 1.3.

Exp-5: Utility of POI-Based HumanMobility. In the fifth set of
experiments, we illustrate the utility of the obtained POI-based
human mobility with a POI recommendation example. To
avoid introducing model biases, we developed a simple rec-
ommendation strategy. Specifically, given a user u and a time
t of a day (e.g., 5:00 P.M.), we retrieved the historical POI visit
records Vt

u ¼ fðpi; tiÞg of user u such that the time ti of a day
was temporally-close to t (within 1 hour). We then recom-
mended the POIs inVt

u according to the sumof temporal close-
ness CðpÞ ¼

P
ðpi;tiÞ2Vt

u;pi¼p expðDðt; tiÞ=3600Þ, where Dðt; tiÞ
was the time span between t and ti in second.

We used the latest 20 percent of POI visit records of each
user for testing. For the remaining 80 percent of visit records
of each user, we randomly selected 40 percent as observed
POI visits and the rest 40 percent were regarded as unanno-
tated stays. We obtained three recommendation models: (a)
using the observed POI visits only (b) using both observed
POI visits and the annotation results by NCFð3Þ on unanno-
tated stays, and (c) using both observed POI visits and the
ground-truth POIs associated with unannotated stays. Note
that the last represented the best performance that could be
achieved by our recommendation strategy. We adopted
Recall@k with 1 � k � 10 to evaluate the recommendation
performance. The results are reported in Fig. 7.

On both BEIJING and NYC, the obtained POI-based human
mobility consistently improves the effectiveness of POI rec-
ommendation for all tested k. Indeed, the Recall@k is
increased by 34.6 and 11.2 percent on BEIJING and NYC on
average, respectively. Furthermore, with the exploited strat-
egy, the performance based on the POI-based human mobil-
ity by NCF already approaches the best, which is 93.6 and
97.7 percent of the best on BEIJING and NYC on average,
respectively.

Exp-6: Effectiveness Comparison With User-Level Split. In
the last set of experiments, we evaluate the annotation effec-
tiveness of all approaches with user-level split. Note that it
is usually more difficult to deal with the new setting com-
pared with stay-level since we have no direct clues to model
preference and transition patterns of users in test data. We
trained models with data from half of users and annotated
the stays of the rest users, i.e., f ¼ 50%. Note that HMM
learns transition relationships between POI categories from
the training users and applies the knowledge to the testing
users. Besides, MRF degenerates to the unsupervised ver-
sion as no labels are available for testing users. The results
are reported in Table 4.

On both data sets, the Acc of all approaches decreases
with user-level split, except for Dist. The reason of degrada-
tion for HMM is that HMM does not have a precise starting
point to maximize the posterior probability of a Markov
chain. While for LTR, this is because a useful feature, i.e.,
the number of previous visits from the user at the POI,
becomes meaningless. On the other hand, both MRF and
GE perform poorly since errors propagate through the spa-
tial and temporal constraints of MRF and GE models a user
with the visited POIs. Finally, owing to our context fusion
strategy, NCFð3Þ is at least (26, 95 percent) better than all
competitors on (BEIJING, NYC) in the new setting.

Summary. From our tests, we find the following.

1) OurNCF approachwhich fuses various context factors
consistently outperforms other raw mobility annota-
tion approaches. The Acc of our complete NCFð3Þ is
on average (614, 142, 32, 34, 40 percent) and (178, 119,
67, 58, 118 percent) higher than (Dist,HMM, LTR,MRF,
GE) on BEIJING andNYC, respectively.

2) Both the domain knowledge factors and the represen-
tation learning factors are effective for raw mobility
annotation. Besides, the adopted multi-head architec-
ture also improves the accuracy of annotation.

3) Our NCF is also efficient for raw mobility annota-
tion. It runs faster than LTR and MRF. Compared
with GE, the extra time used by NCF is affordable
for achieving the much better effectiveness.

4) We verify the utility of the obtained POI-based human
mobility in a POI recommendation example.

5 RELATED WORK

Location-Based Human Mobility. Fromapurely spatiotemporal
perspective, the location-based human mobility focuses on
movements from one location to another. Basic rules that gov-
ern our daily movements are identified [1], [3], as well as the
individual or group mobility patterns regarding the locations
people tend to visit sequentially [2] or periodically [32]. At
aggregated level, Gonzalez et al. find that human trajectories
show a high degree of temporal and spatial regularity, i.e.,
humans follow simple reproducible mobility patterns [3].
Along this, Song et al. find a 93 percent potential predictability
in user mobility, by measuring the entropy of trajectories [4].
On the other hand, McInerney et al. analyze an individual’s
mobility patterns and identify temporary departures from
routine [33]. Oliveira et al.uncover people’s tendency to revisit
few favorite venues using the shortest-path available [34]. For
location-level mobility prediction, Feng et al. propose an

Fig. 7. Utility of raw mobility annotation.

TABLE 4
Accuracy (Acc) Comparison With Stay- and

User-Level Splits (f ¼ 50%)

Data set Dist HMM LTR MRF GE NCFð3Þ
BEIJING(S) 0.0681 0.2094 0.3790 0.3804 0.3662 0.4984
BEIJING(U) 0.0679 0.1486 0.2774 0.0685 0.1046 0.3495

NYC(S) 0.2683 0.3465 0.4580 0.4927 0.3421 0.7664
NYC(U) 0.2669 0.2787 0.2361 0.0988 0.0686 0.5440

NCFð3Þ significantly outperforms other baselines at the 0.01 level, paired
t-test, with both stay- and user-level splits.
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attentional recurrent network [35] and Baumann et al. study
selecting individual and population models [36]. Besides, Li
et al. consider location inference on socialmedia[37].

Activity-Based Human Mobility. Studies in this category
essentially try to explain the reasons behind people’s
moves [5], [6], [7], [8]. From a computational point of view,
Alvares et al. identify the needs of enriching trajectories with
semantics to simplify queries, analysis, and mining of moving
objects [5]. They then propose a data pre-processing model
that associates sample points in trajectories with geographic
data points. Jiang et al. extract activity-based human mobility
patterns, e.g.,Home–Work–Home, frommobile phone call detail
record data [6]. These patterns can assist transportation and
planning agencies to understand the human activity patterns
in cities. Geo-tagged social media are another source to mine
activity-based mobility [7], [8]. Specifically, Zhang et al. obtain
mobility models by alternating between user grouping and
mobility modeling [7]. Zhu et al. learn a multi-modal spherical
hiddenMarkovmodel for semantics-rich humanmobility [8].

POI-Based Human Mobility. Mobility is also analyzed
together with POIs. Annotation is a typical example, e.g., [9],
[10], [11] and ours. The existing annotation methods are
mainly designed for sparse mobility and usually exploit lim-
ited types of contexts. For instance, Shaw et al. formalize the
annotation problem in a learning to rank framework, consider-
ing basic POI attributes and users’ POI-visit histories [9]. His-
torical POI visits are further exploited in the Markov random
field for annotation [10]. It captures personal preferences by
enforcing consistency in spatially- or temporally-close mobil-
ity records. While [11] is designed for the dense raw mobility,
it only learns the transition relationships between POI catego-
ries with a hidden Markov model. Domain knowledge con-
texts are effective for annotation and have already been
explored. The distance context is exploited in [10], [11] and all
the three contexts are used by [9] as learning to rank features.

Our work is different from these studies in two aspects.
First, we fuse various context factors in people’s dense POI-
visiting behaviors. Second, we adopt a neural network
which captures the hidden preference and transition struc-
tures via representation learning and fuses context factors
in a feed-forward network.

POI Recommendation. Another line of related work is POI
recommendation. There have been extensive studies for the
task, exploiting different strategies like temporal effects [20],
graph embedding [17], sequential modeling [38] and prefer-
ence context modeling [19], to name a few. To some extent,
human mobility annotation and POI recommendation are
similar, in the sense that we can recommend the nearby POIs
as annotation. Indeed, some approaches to location recom-
mendation can be applied for annotation after necessary
adaptation. Our work also differs from those for POI recom-
mendation such that we know the stay location and time
information in advance and we delicately recognize and
model the various contexts of a visit from different perspec-
tives, e.g., preference, transition, distance, time, and popular-
ity, for annotation.

6 CONCLUSION

In this paper we studied raw mobility annotation to obtain
high-quality POI-based humanmobility. The dense trajectories

as well as the semantics embedded in POIs can better support
many mobile analytic tasks. We proposed the first neural
model which fused various key context factors in people’s
POI-visiting behaviors for the task. These factors were either
derived via representation learning or inspired by domain
knowledge. Notably, we utilized an attention mechanism to
deal with the randomized effect in transitions of raw human
mobility and adopted a multi-head architecture to enhance
model expressiveness. Finally, our experimental study on two
real-life data sets demonstrated the effectiveness and efficiency
of our approach aswell as the utility of the obtained POI-based
humanmobility.
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andA.A.Vaisman, “Amodel for enriching trajectorieswith semantic
geographical information,” in Proc. 15th Annu. ACM Int. Symp. Adv.
Geographic Inf. Syst., 2007, Art. no. 22.

[6] S. Jiang, J. Ferreira Jr, and M. C. Gonz�alez, “Activity-based human
mobility patterns inferred from mobile phone data: A case study of
singapore,” IEEE Trans. BigData, vol. 3, no. 2, pp. 208–219, Jun. 2017.

[7] C. Zhang, K. Zhang, Q. Yuan, L. Zhang, T. Hanratty, and J. Han,
“GMove: Group-level mobility modeling using geo-tagged social
media,” in Proc. 22nd ACM SIGKDD Int. Conf. Knowl. Discov. Data
Mining, 2016, pp. 1305–1314.

[8] W. Zhu, C. Zhang, S. Yao, X. Gao, and J. Han, “A spherical hidden
markov model for semantics-rich human mobility modeling,” in
Proc. AAAI, 2018, pp. 1–8.

[9] B. Shaw, J. Shea, S. Sinha, and A. Hogue, “Learning to rank for
spatiotemporal search,” in Proc. 6th ACM Int. Conf. Web Search
Data Mining, 2013, pp. 717–726.

[10] F. Wu and Z. Li, “Where did you go: Personalized annotation of
mobility records, ” in Proc. 25th ACM Int. Conf. Inf. Knowl. Manage.,
2016, pp. 589–598.

[11] Z. Yan, D. Chakraborty, C. Parent, S. Spaccapietra, and K. Aberer,
“Semantic trajectories: Mobility data computation and annotation,”
ACMTrans. Intell. Syst. Technol., vol. 4, no. 3, pp. 49:1–49:38, 2013.

[12] E. Thuillier, L. Moalic, S. Lamrous, and A. Caminada, “Clustering
weekly patterns of human mobility through mobile phone data,”
IEEE Trans. Mobile Comput., vol. 17, no. 4, pp. 817–830, Apr. 2018.

[13] Y. Zheng, Y. Liu, J. Yuan, and X. Xie, “Urban computing with taxi-
cabs,” in Proc. UbiComp, 2011, pp. 89–98.

[14] S. Eubank et al., “Modelling disease outbreaks in realistic urban
social networks,” Nature, vol. 429, no. 6988, 2004, Art. no. 180.

[15] J. Liu, L. Sun,W.Chen, andH. Xiong, “Rebalancing bike sharing sys-
tems: A multi-source data smart optimization,” in Proc. SIGKDD,
2016, pp. 1005–1014.

[16] D. Chen, C. S. Ong, and L. Xie, “Learning points and routes to rec-
ommend trajectories,” in Proc. CIKM, 2016, pp. 2227–2232.

[17] M. Xie, H. Yin, H. Wang, F. Xu, W. Chen, and S. Wang, “Learning
graph-based poi embedding for location-based recommendation,”
in Proc. 25th ACM Int. Conf. Inf. Knowl. Manage., 2016, pp. 15–24.

236 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 21, NO. 1, JANUARY 2022

Authorized licensed use limited to: Ant Financial. Downloaded on April 21,2022 at 02:39:39 UTC from IEEE Xplore.  Restrictions apply. 



[18] Y. Liu, C. Liu, X. Lu, M. Teng, H. Zhu, and H. Xiong, “Point-of-
interest demand modeling with human mobility patterns,” in
Proc. 23rd ACM SIGKDD Int. Conf. Knowl. Discov. Data Mining,
2017, pp. 947–955.

[19] T.-N. Doan and E.-P. Lim, “PACELA: A neural framework for
user visitation in location-based social networks,” in Proc. 26th
Conf. User Model. Adaptation Personalization, 2018, pp. 13–21.

[20] H. Gao, J. Tang, X. Hu, and H. Liu, “Exploring temporal effects for
location recommendation on location-based social networks,” in
Proc. 7th ACM Conf. Recommender Syst., 2013, pp. 93–100.

[21] J.-B. Griesner, T. Abdessalem, and H. Naacke, “Poi recommenda-
tion: Towards fused matrix factorization with geographical and
temporal influences,” in Proc. 9th ACM Conf. Recommender Syst.,
2015, pp. 301–304.

[22] D. Yang, D. Zhang, V. W. Zheng, and Z. Yu, “Modeling user activ-
ity preference by leveraging user spatial temporal characteristics
in LBSNs,” IEEE Trans. Syst, Man, Cybern., Syst., vol. 45, no. 1,
pp. 129–142, pp. 129–142, 2015.

[23] S. Migliorini, M. Gambini, and A. Belussi, “A blockchain-based
solution to fake check-ins in location-based social networks,” in
Proc. 3rd ACM SIGSPATIAL Int. Workshop Anal. Local Events News,
2019, pp. 1–4.

[24] H. Liu, T. Li, R. Hu, Y. Fu, J. Gu, and H. Xiong, “Joint representa-
tion learning for multi-modal transportation recommendation,”
in Proc. AAAI, 2019, pp. 1036–1043.

[25] D. Bahdanau, K. Cho, and Y. Bengio, “Neural machine translation
by jointly learning to align and translate,” in Proc. ICLR, 2014.
[Online]. Available: https://dblp.org/rec/bibtex/journals/corr/
BahdanauCB14

[26] Q. Li, Y. Zheng, X. Xie, Y. Chen, W. Liu, and W.-Y. Ma, “Mining
user similarity based on location history,” in Proc. 16th ACM SIG-
SPATIAL Int. Conf. Adv. Geographic Inf. Syst., 2008, Art. no. 34.

[27] A. Vaswani et al., “Attention is all you need,” in Proc. NIPS, 2017,
pp. 5998–6008.

[28] N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and
R. Salakhutdinov, “Dropout: A simple way to prevent neural
networks from overfitting,” J. Mach. Learn. Res., vol. 15, no. 1,
pp. 1929–1958, 2014.

[29] N. J. Yuan, Y. Zheng, X. Xie, Y. Wang, K. Zheng, and H. Xiong,
“Discovering urban functional zones using latent activity
trajectories,” IEEE Trans. Knowl. Data Eng., vol. 27, no. 3,
pp. 712–725, Mar. 2015.

[30] “Radial basis function kernel,” Accessed: Jun. 24, 2020. [Online].
Available: https://en.wikipedia.org/wiki/Radial_basis_function_
kernel

[31] M. Xu, T. Wang, Z. Wu, J. Zhou, J. Li, and H. Wu, “Demand
driven store site selection via multiple spatial-temporal data,” in
Proc. 24th ACM SIGSPATIAL Int. Conf. Adv. Geographic Inf. Syst.,
2016, Art. no. 40.

[32] Q. Yuan, W. Zhang, C. Zhang, X. Geng, G. Cong, and J. Han,
“PRED: Periodic region detection for mobility modeling of social
media users,” in Proc. WSDM, 2017, pp. 263–272.

[33] J. McInerney, S. Stein, A. Rogers, and N. R. Jennings, “Breaking
the habit: Measuring and predicting departures from routine in
individual human mobility,” Pervasive Mobile Comput., vol. 9,
no. 6, pp. 808–822, 2013.

[34] E. M. R. Oliveira, A. C. Viana, C. Sarraute, J. Brea, and
I. Alvarez-Hamelin, “On the regularity of human mobility,”
Pervasive Mobile Comput., vol. 33, pp. 73–90, 2016.

[35] J. Feng, Y. Li, C. Zhang, F. Sun, F. Meng, A. Guo, and D. Jin,
“DeepMove: Predicting human mobility with attentional recurrent
networks,” inProc.WorldWideWebConf., 2018, pp. 1459––1468.

[36] P. Baumann, C. Koehler, A. K. Dey, and S. Santini, “Selecting indi-
vidual and population models for predicting human mobility,”
IEEE Trans.Mobile Comput., vol. 17, no. 10, pp. 2408–2422, Oct. 2018.

[37] P. Li, H. Lu, N. Kanhabua, S. Zhao, and G. Pan, “Location infer-
ence for non-geotagged tweets in user timelines,” IEEE Trans.
Knowl. Data Eng., vol. 31, no. 6, pp. 1150–1165, Jun. 2018.

[38] Q. Liu, S. Wu, L. Wang, and T. Tan, “Predicting the next location:
A recurrent model with spatial and temporal contexts,” in Proc.
30th AAAI Conf. Artif. Intell., 2016, pp. 194––200.

Renjun Hu received the BE degree from Beihang
University, in 2014. He is working toward the PhD
degree at the School of Computer Science and
Engineering, BeihangUniversity. Hewas a visiting
student at the Rutgers, the State University of
New Jersey and a research intern at the Business
Intelligence Lab, Baidu Research. His research
interests include graph algorithms and applied
machine learning, with a special interest on devel-
oping contextual representation learning methods
for mobile analytics.

Jingbo Zhou received the BE degree from
Shandong University, in 2009, and the PhD
degree from National University of Singapore, in
2014. He is currently a staff research scientist with
the Business Intelligence Lab of Baidu Research,
working on machine learning problems for both
scientific research and business applications, with
a focus on spatial temporal data mining, user
behavior study and knowledge graphs. He has
published several papers in top venues, such as
SIGMOD, KDD, VLDB, ICDE, TKDE, and AAAI.

Xinjiang Lu received the BE degree from Xinjiang
University, in 2007, theMSdegree in software engi-
neering from Northwestern Polytechnical Univer-
sity, in 2011, and the PhD degree in computer
science from Northwestern Polytechnical Univer-
sity, in 2018. He is currently a researcher with Busi-
ness Intelligent Lab, Baidu Inc., Beijing, China. His
recent research interests include data mining and
mobile intelligence.

Hengzhu Zhu (Senior Member, IEEE) received
the BE and tha PhD degrees in computer science
from the University of Science and Technology of
China (USTC), China, in 2009, and 2014, respec-
tively. He is currently a senior data scientist with
Baidu Inc.. His general area of research is data
mining and machine learning, with a focus on
developing advanced data analysis techniques
for emerging applied business research. He has
published prolifically in refereed journals and con-
ference proceedings, including IEEE Transac-

tions on Knowledge and Data Engineering (TKDE), IEEE Transactions
on Mobile Computing (TMC), ACM Transactions on Knowledge Discov-
ery from Data (TKDD), ACM SIGKDD, ACM SIGIR, WWW, IJCAI, and
AAAI. He has served regularly on the organization and program commit-
tees of numerous conferences, including as a program co-chair of the
KDD Cup-2019 Regular ML Track, and a founding co-chair of the first
International Workshop on Organizational Behavior and Talent Analytics
(OBTA-2018) and the International Workshop on Talent and Manage-
ment Computing (TMC-2019), which were held in conjunction with ACM
SIGKDD-2018 and ACM SIGKDD-2019 respectively. He was the recipi-
ent of the Best Student Paper Award of KSEM-2011, WAIM-2013,
CCDM-2014, and the Best Paper Nomination of ICDM-2014. He is the
senior member of ACM, and CCF, and the committee member of CCF
Task Force on Big Data.

HU ET AL.: NCF: A NEURAL CONTEXT FUSION APPROACH TO RAWMOBILITY ANNOTATION 237

Authorized licensed use limited to: Ant Financial. Downloaded on April 21,2022 at 02:39:39 UTC from IEEE Xplore.  Restrictions apply. 

https://dblp.org/rec/bibtex/journals/corr/BahdanauCB14
https://dblp.org/rec/bibtex/journals/corr/BahdanauCB14
https://en.wikipedia.org/wiki/Radial_basis_function_kernel
https://en.wikipedia.org/wiki/Radial_basis_function_kernel


Shuai Ma received the PhD degrees from
Peking University, in 2004, and the University of
Edinburgh, in 2010. He is currently a professor with
the School of Computer Science and Engineering,
Beihang University, China. He was a postdoctoral
research fellow in the database group, University
of Edinburgh, a summer intern at Bell labs, Murray
Hill, USA and a visiting researcher of MSRA. He is
a recipient of the best paper award for VLDB 2010
and the best challenge paper award for WISE
2013. He is an associate editor of VLDB Journal
since 2017. His current research interests include
database theory and systems and Big Data.

Hui Xiong (Fellow, IEEE) received the PhD
degree from the University of Minnesota (UMN),
USA. He is currently a full professor with the
Rutgers, the State University of New Jersey,
where he received the 2018 Ram Charan Man-
agement Practice Award as the Grand Prix winner
from the Harvard Business Review, RBS Dean’s
Research Professorship (2016), the Rutgers Uni-
versity Board of Trustees Research Fellowship for
Scholarly Excellence (2009), the ICDM Best
Research Paper Award (2011), and the IEEE

ICDM Outstanding Service Award (2017). He is a co-editor-in-chief of
Encyclopedia of GIS, an associate editor of IEEE Transactions on Big
Data (TBD), ACM Transactions on Knowledge Discovery from Data
(TKDD), and ACM Transactions on Management Information Systems
(TMIS). He has served regularly on the organization and program com-
mittees of numerous conferences, including as a program co-chair of the
Industrial and Government Track for the 18th ACMSIGKDD International
Conference on Knowledge Discovery and Data Mining (KDD), a program
co-chair for the IEEE 2013 International Conference on Data Mining
(ICDM), a general co-chair for the IEEE 2015 International Conference
on DataMining (ICDM), and a program co-chair of the Research Track for
the 2018 ACM SIGKDD International Conference on Knowledge Discov-
ery and DataMining. He is an ACMdistinguished scientist.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/csdl.

238 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 21, NO. 1, JANUARY 2022

Authorized licensed use limited to: Ant Financial. Downloaded on April 21,2022 at 02:39:39 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


